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Abstract—Dynamic spectrum access networks and wireless
spectrum policy reforms heavily rely on accurate spectrum uti-
lization statistics, which are obtained via spectrum surveys. In this
paper, we propose a generic spectrum-surveying framework that
introduces both standardization and automation to this process,
as well as enables a distributed approach to spectrum surveying.
The proposed framework outlines procedures for the collection,
analysis, and modeling of spectrum measurements. Furthermore,
we propose two techniques for processing spectrum data without
the need for a priori knowledge. In addition, these techniques
overcome the challenges associated with spectrum data processing,
such as a large dynamic range of signals and the variation of
the signal-to-noise ratio across the spectrum. Finally, we present
mathematical tools for the analysis and extraction of important
spectrum occupancy parameters. The proposed processing tech-
niques have been validated using empirical spectrum measure-
ments collected from the FM, television (TV), cellular, and paging
bands. Results show that the primary signals in the FM band
can be classified with a miss-detection rate of about 2% at the
cost of 50% false-alarm rate, while nearly 100% reliability in
classification can be achieved with the other bands. However, the
classification accuracy depends on the duration and the range
of frequencies over which data are collected, as well as the RF
characteristics of the spectrum measurement receiver.

Index Terms—Characterization of spectrum, dynamic spectrum
access (DSA) networks, measurement data classification, spectrum
measurements, spectrum sensing.

I. INTRODUCTION

THE DYNAMIC nature of spectrum behavior poses a chal-
lenge to the implementation of dynamic spectrum access

(DSA) networks. This is due to the fact that the spectrum
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behavior can vary as a function of frequency, time of radio
operation, geographical location, and other features [1]. Fur-
thermore, the unlicensed (i.e., secondary) user spectrum access
may encounter incumbent licensed (i.e., primary) users that
possess different transmission characteristics [2]. To counter
these challenges and operate in a manner that is transparent
to the incumbent primary users, the radio must adapt to the
varying spectrum operating conditions. Hence, a thorough un-
derstanding of the spectrum can aid in the effective design
and execution of interference-free DSA technologies. To obtain
this knowledge, surveying of the spectrum activity can be
conducted, which mainly involves the processing and analysis
of spectrum measurements.

Although several spectrum surveys have been presented in
the literature [3]–[7], a formalized mathematical framework
for spectrum surveying is currently unavailable. A mathemat-
ical framework would provide in-depth understanding of the
spectrum surveying process, enabling the optimization of the
spectrum surveying process. Such a framework can also be
incorporated into real-time mechanisms, thus enabling DSA
networks to identify potential opportunities for secondary ac-
cess [8].

Spectrum measurements are processed to remove defects
introduced by noise and intermodulation [5], as well as for
measurement data processing. The processed data can then
be analyzed to characterize the spectrum occupancy, which
is useful for applications such as interference analysis [9]. In
addition, the unused spectrum can be quantified to assess the
feasibility of DSA operation [6]. The data analysis can also be
performed to build spectrum models that facilitate long-term
and short-term forecasting of spectrum occupancy [10]–[12],
as well as form the basis for adaptive DSA protocols [8].

Among the various signal detection techniques presented
in the literature [13], energy detection is the optimal method
when only power measurements are available [14]. In energy
detection, the measurements that occur above a decision thresh-
old are identified as signal power samples. This threshold can
empirically be determined via visual inspection of the spectrum
data [2], [7] or be computed as a function of several receiver
properties such as the noise floor [2], [6]. This threshold can
also be estimated based on the analysis of a noise histogram [5],
[15] or a spectrum data histogram [1]. However, these methods
possess some drawbacks. For instance, threshold estimation
by empirical analysis cannot be implemented in an automated
manner. Moreover, the estimated threshold is receiver specific,
while some of the methods require a priori knowledge of
the noise statistics for the threshold estimation. Finally, these
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methods do not perform well when the noise power varies
across the spectrum.

In addition to these drawbacks, there exist several challenges
to performing measurement data classification: First, there
can be some overlap between the histograms of the signal1

and noise samples in the spectrum data. Across the range
of measurement values over which the histograms overlap,
there can be ambiguity in the measurement data classification.
Consequently, this overlap results in a tradeoff between the
miss-detection rate and the false-alarm rate when setting the
threshold. Second, variations in the noise power levels and
the SNRs across the spectrum may occur. Third, signals may
be received from both distant and nearby transmitters. Due to
the high dynamic range of the signals, the stronger signals may
bias the threshold estimation process, and this phenomenon can
be termed as the biasing effect. Due to the biasing effect, the
resulting threshold may be so high that weak signals may not
be detected.

In this paper, we propose the spectrum survey framework
(SSF), which standardizes the spectrum surveying process by
providing a layout for the different stages of the survey, as
well as defining the procedures involved at each stage in a
convenient mathematical form. Standardization of the spec-
trum surveying process can provide a uniform basis for the
collaborative study of spectrum utilization. Collaborations on
collecting and analyzing spectrum measurements overcome the
limitations of localized spectrum utilization studies. We also
propose two measurement classification methods to counter the
challenges to measurement classification, such as the biasing
effect and nonuniform noise power levels. The proposed meth-
ods can estimate the decision threshold based on the statistical
properties of the spectrum data, without requiring any a priori
knowledge. In addition, mathematical procedures for analyzing
the data to gain useful information on spectrum utilization
are presented. Finally, a model for spectrum measurements is
proposed.

The rest of this paper is organized as follows. In Section II,
the proposed SSF is presented along with its implementa-
tion. The proposed spectrum data processing methods are pre-
sented in Sections III. Section IV provides details on spectrum
data analysis and modeling. The results of applying the pro-
posed processing methods on spectrum data are displayed in
Section V. Section VI presents several concluding remarks.

II. SPECTRUM SURVEY FRAMEWORK

A spectrum survey generally consists of three stages:
1) The occupancy in the target spectrum is captured by col-
lecting spectrum measurements, with the measurement data
archived in a suitable format; 2) the spectrum data are processed
to distinguish the signal and noise measurements; the processed
data are then analyzed to extract the characteristics of the spec-
trum utilization from the measurements; and 3) the occupancy
in the target spectrum is modeled for further analysis. The pro-
posed SSF provides a layout that maintains the sequential order

1The signal being referred here is not a pure signal but contains noise added
to it.

Fig. 1. Block diagrams of the proposed SSF. (a) High-level structure of SSF.
(b) Implementation of SSF.

of occurrence of the different stages of spectrum surveying, as
shown in Fig. 1(a). It also provides standardized procedures
for recording, storing, and sharing the measurements with
the research community. Finally, it enables an automated and
efficient approach for spectrum surveying.

In the framework, the measurement subsystem is responsible
for collecting the spectrum measurements. The data manage-
ment block formats the measurement data and transfers it to
a storage device or to a centralized database where it can be
archived for future processing. This block facilitates distributed
spectrum surveying and enables collaborations on the study of
the spectrum by supporting distributed and simultaneous data
collection as well as providing a mechanism to easily share
data among researchers. For instance, the archived data can be
published to the research community via the World Wide Web.
In the processing and analysis block, statistical methods are
used to process the data. The information about the spectrum
utilization, which is retrieved by performing analysis on the
processed data, is used to model the spectrum behavior in the
modeling block. Together, the processing and analysis block
and the modeling block perform the characterization of the
spectrum behavior.

Our prototype of the proposed SSF is shown in Fig. 1(b). In
our measurement campaign, an HP 8594E spectrum analyzer
was employed as the measurement subsystem, while the Spec-
trum Miner2 software was used to automate the collection and
storage of spectrum measurements. It includes a graphical user
interface that allows for the various parameters of the measure-
ment subsystem to be set and a software module that controls
the measurement subsystem based on the set parameters. The
software is also responsible for formatting the spectrum data
and storing them in a database. The measurements can be
exported from the database into an analysis tool such as Matlab
or Mathematica, as well as archived in a web-based spectrum
data repository.

Each of the blocks in SSF, with the exception of the data
management block, is described in detail in the following

2The Spectrum Miner software has been developed in-house at the University
of Kansas by T. Weidling and R. Petty.
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sections. Reference [1] gives more details on the architecture of
the Spectrum Miner software and the data-management block.
In the measurement subsystem, there are several parameters of
spectrum sensing that need to be considered for collecting the
measurements, which are discussed next.

A. Measurement Subsystem and Parameters
of Spectrum Sensing

The primary dimensions of the spectrum are frequency, time,
spatial extent, and signal format [1]. The frequency and time at-
tributes refer to the frequency of the RF energy and the time that
it occurs. Spatial extent is the spatial volume that the receiver
senses, which can be specified by the geographical location
of the receiver (location type: urban, suburban, or rural), the
angle of arrival (azimuth) of the signal, and the beam pattern of
the antenna. Theoretically, if an isotropic antenna is used, the
spatial extent is a sphere around the receive antenna. The signal
format can be specified in terms of the type of polarization and
modulation. It accounts for the use of orthogonal signal spaces,
such as horizontal polarization, vertical polarization, and code
space.3

In our spectrum survey, the measurements were taken with a
single omnidirectional antenna; therefore, the spatial extent is
not relevant since the angle of arrival cannot be resolved. The
measurements only include the power of the received signal.
As a result, the signal format is not relevant as well since the
power measurements do not convey any information about the
polarization of the signal, and we do not attempt to despread
if the signal is based on spread spectrum. Thus, from our
measurements, we can only resolve the spectrum occupancy
along the frequency and time dimensions. Accordingly, a set
of measurements that are collected along a frequency range
and over a period of time can be represented by an Nt × Nf

matrix M as

M = [M(fi, tj)]
where

Fstart ≤ fi < Fstop

Tstart ≤ tj < Tstop

i = 1, . . . , Nf ; j = 1, . . . , Nt (1)

given that M(fi, tj) is a sample of the RF power [expressed in
decibels referenced to 1 mW (dBm)] residing in the frequency
channel fi at time instance tj , Fstart and Fstop specify the start
and stop frequencies for the measurement sweep, Tstart and
Tstop specify the start and stop time instances for the sweep,
and Nt and Nf are the number of time instances and frequency
channels from which the measurements are collected. We can
represent a submatrix of M by MF,T , which is defined over
a range of frequencies and time instances specified by F and
T , where F represents a subrange of [Fstart, . . . , Fstop), and T
represents a subrange of [Tstart, . . . , Tstop).

During a measurement test, the spectrum measurement
equipment scans across the sweep bandwidth Bs in steps of the

3This is achieved using spreading codes.

bandwidth resolution Br. Accordingly, the frequencies that are
scanned in a single sweep can be represented as

fi = Fstart + ((i − 1) × Br) , i = 1, . . . , Nf (2)

where

Nf =
Bs

Br
(3)

Bs = Fstop − Fstart. (4)

Every time the sweep bandwidth Bs is scanned, we can imagine
that a bandpass filter of bandwidth Bd is stepped in frequency
increments of Br, where Bd is referred to as the binwidth. At
each frequency step, Bd is centered about frequency fi, and
the measurements are collected for a duration of Td, which is
the dwell time [10]. The average of the measurements collected
across Bd over time Td is stored as the power at that frequency
channel, which is represented as

M(fi, tj) =
1

BdTd
×

tj+
Td
2∫

tj−
Td
2

fi+
Bd
2∫

fi−
Bd
2

P (f, t) df dt (5)

where P (f, t) represents the measured power spectral density,
and f and t are continuous variables of frequency and time,
respectively. For statistical independence of measurements col-
lected from two adjacent channels, the condition that Bd ≤ Br

has to be satisfied.
The sweep time Ts, which is the total time taken to complete

a single sweep across Bs, is expressed as

Ts = (NfTd) + Ta. (6)

In (6), in addition to the scanning time, additional delay Ta is
introduced by the software that controls the sweep parameters
and the data management block that transfers the data through
buffers to the database. The total time for which the measure-
ment test is conducted is denoted by T . Since Ts is finite,
the instantaneous power in a frequency channel is measured in
steps of the sweep time resolution Tr as

tj = Tstart + ((j − 1) × Tr) (7)

where

j = 1, . . . , Nt (8)

Nt =
T

Tr
, T = Tstop − Tstart (9)

Tr ∝Ts. (10)

Intuitively, the inverse relationship between Ts and Br results
in a tradeoff between them.

A measurement sweep can be specified by T , Bs (Fstart,
Fstop), Bd, and Br. After assigning suitable values to these
parameters, a measurement test is set up and conducted to
collect measurements. The collected measurements have to be
processed prior to performing the analysis.
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Fig. 2. Stages involved in the processing and analysis of spectrum
measurements.

III. SPECTRUM DATA PROCESSING

Once the spectrum measurements have been obtained and
stored in the database, the spectrum data can be retrieved at a
later time for processing and analysis. Fig. 2 presents the block
diagram of the different stages involved in the processing and
analysis block of the SSF. Initially, preprocessing operations in-
volving data enhancement are performed on the data, followed
by spectrum classification of the data. Data enhancement is
performed to refine the data and make them more suitable for
the following classification process.

Let the preprocessed data be represented as Mp =
[Mp(fi, tj)]. In the enhanced data matrix Mp, each element
Mp(fi, tj) is classified either as a signal (denoted by “1”) or
noise (represented as “0”), based on a decision threshold η

Mc(fi, tj) =
{

1, Mp(fi, tj) ≥ η
0, Mp(fi, tj) < η

}
(11)

where the spectrum availability function Mc = [Mc(fi, tj)]
represents the matrix of classifications. The threshold can be
an estimate of the average noise power where the spectrum
measurements exceeding this threshold are classified as signals.
The threshold needs to be optimum to perform classification
with a minimum number of errors.

To counter the challenges involved in spectrum data process-
ing, we use the following techniques for spectrum data process-
ing: optimum thresholding using Otsu’s algorithm [16], data
enhancement and noise suppression [17], recursive threshold-
ing [18], and adaptive thresholding [17]. Otsu’s algorithm
computes an optimum threshold that results in the maximum
separation between the histograms of the signal and noise
samples in the data [16]. Recursive thresholding and adaptive
thresholding can be used to counter the challenges due to the
high dynamic range of signals and the nonuniform power levels.

A. Spectrum Data Preprocessing

By suppressing the noise without affecting the signals, the
histogram of noise samples is shifted to lower power levels
such that the overlap in the histograms4 of the signal and noise
samples is reduced. This increased separation of the histograms
can result in less-erroneous classification of the spectrum data.
The measurement data can be refined by clipping, contrast ma-
nipulation, low-pass filtering, and time averaging. Whereas the
latter two processing techniques can be performed on the data
in their original form, the former two processing techniques are
performed on their gray-scale values.

Clipping away the strong signals and the low noise pow-
ers can result in the reduction of the dynamic range of the

4We model the distributions of the signal and noise samples in the spectrum
data with histograms, which overlap due to the presence of weak signals.

measurements, while amplitude scaling can be performed to
increase the contrast between the signals and noise. It is first
assumed that the leftmost (i.e., the lower power levels) and the
rightmost (i.e., higher power levels) portions of the spectrum
data histogram contain only noise and signal power samples,
respectively. With this assumption, the gray-scale values of the
measurements that occur above and below the gray levels ηr

and ηl are clipped at their respective thresholds, while the gray
values that occur within the range of (ηl, . . . , ηr) are scaled
to the range [0.0, . . . , 1.0], as shown in (12). Equation (13)
represents the contrast manipulation process. In this manner, the
clipping operation is combined with contrast manipulation as

Ip(fi, tj) =

⎧⎨
⎩

ηr, I(fi, tj) ≥ ηr

p, ηl < I(fi, tj) < ηr

ηl, I(fi, tj) ≤ ηl

⎫⎬
⎭ (12)

where

p =
I(fi, tj) − ηl

ηr − ηl
(13)

I(fi, tj) =
M(fi, tj) − min{M}
max{M} − min{M} , M(fi, tj) ∈ M

(14)

0.0 <ηl, ηr < 1.0 (15)

where I(fi, tj) is the gray-scale equivalent of M(fi, tj), which
is computed using a linear transformation, as shown in (13),
and Ip(fi, tj) is the processed gray-scale measurement sample.

The noise that occurs as high-variance components in the
spectrum data is suppressed by low-pass filtering the data in I
using the averaging filter and the Gaussian low-pass filter [17].5

Noise variance can also be reduced by averaging over several
sweeps of data. In certain bands with fixed channelization, such
as the FM and television (TV) broadcast bands, most active
licensees continuously transmit for 24 h. In such cases, all the
measurement sweeps of data collected across a band represent
redundant data. By averaging over such redundant sweeps of
data, which are affected by independent random noise, the noise
variance is reduced. However, this method may not be effective
when applied to bands occupied by bursty signals. The average
power at frequency fi can be computed from the measure-
ments as

Ma(fi) =
1
Nt

Nt∑
j=1

M(fi, tj)

where Fstart ≤ fi < Fstop. (16)

Occasionally, some of the outputs of the classification
process may contain signal samples that appear as isolated and
scattered grains in the gray-scale intensity plot of the classified
data. These signals could potentially be noise samples that have
wrongly been classified as signals. As a result, median filtering
[17] can be performed to remove these grains and reduce the
false-alarm rate. The preprocessed data are provided as input to
the classification algorithms that are presented next.

5The Matlab built-in functions for Otsu’s algorithm, the Gaussian low-pass
filter, and the median filter have been used for the processing.
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Fig. 3. Normal distribution of measurement samples to illustrate the first four
iterations of the ROHT algorithm for a 99% confidence interval.

B. Proposed Classification of Spectrum Measurements

Recursive thresholding classification is suitable for detect-
ing signals with a wide range of power levels. The adaptive
thresholding algorithm presented in this paper is more generic
than the algorithm presented in [2]. In Sections III-B1 and 2,
the proposed algorithms for recursive thresholding and adaptive
thresholding are described.

1) ROHT Algorithm: The proposed recursive one-sided
hypothesis testing (ROHT) algorithm operates based on the
concept of one-sided hypothesis testing [19]. This algorithm
operates by making the assumption that the measurement data
follow a Gaussian distribution and that there are a sufficient
number of measurement samples such that the estimates of
the mean and standard deviation obtained from the data are
accurate.

At every iteration, a percentage of the measurements (speci-
fied by the z-value)6 on the far right of the Gaussian distribution
are identified as signals. The signal portion is discarded, and
this process is iteratively repeated on the remaining unclassified
measurements. As shown in Fig. 3,7 after every iteration, the
standard deviation is reduced. The algorithm stops iterating
when the change in the standard deviation between two con-
secutive iterations becomes less than or equal to ε, where ε is
an arbitrary positive value that is specified.

Let S be the set of signals within M, Sk be a subset of S for
the kth iteration of the algorithm, Q be the set of noise samples
within M, Qk be a superset of Q for the kth iteration (Qk may
contain signals), μk and σk be the mean and standard deviation
of the elements of Qk, and θk be the decision threshold to
identify the signal portion for the kth iteration. The algorithm
is mathematically represented by the following pseudocode.

Initialize S = �, So = �, Qo = M, q
do

1) θk+1 = z-value ∗ σk + μk

2) Sk+1 = {qk | qk ∈ Qk, qk ≥ θk}
3) Qk+1 = Qk − Sk+1 (set subtraction)
4) S = S ∪ Sk+1

5) k = k + 1
Until (σk−1 − σk) ≤ ε

6The z-value is the number of standard deviations away from the mean in a
distribution. It is related to the confidence level [20].

7The Gaussian curves have been generated from the statistics of the FM band
(88–108-MHz) measurements after every iteration of the ROHT algorithm and
not directly generated from the data. These curves illustrate the working of the
ROHT algorithm.

By discarding the stronger signals at every iteration, their
biasing effect on the weaker signals is greatly reduced. After
each iteration, an improvement in the miss rate can be obtained
but at the cost of an increase in the false-alarm rate.

One drawback with this algorithm is that not all distributions
are Gaussian. Furthermore, the central limit theorem is applica-
ble only when there are a large number of samples available
such that the actual distribution converges to the Gaussian
distribution.

2) Sliding-Window Adaptive Thresholding: A global thresh-
old may not be optimum for the entire set of measurements,
particularly when the noise and signal statistics vary across the
spectrum. In this case, spectrum classification can be performed
using local threshold values that vary over the measurement set
as a function of the sample values M(fi, tj) and local statistics
of the data.

In the sliding-window approach, M is divided into over-
lapping submatrices. At every iteration, the sliding window is
moved by a constant step size (we have taken the step size to
be equal to unity) across the data and a submatrix MF,T it
extracted from the data M. A local threshold is computed and
used to classify the measurement samples in MF,T . Since the
classification is performed in overlapping submatrices, every
element of M is classified more than once. However, this matrix
is classified in the presence of a different set of neighboring
matrix elements at every step. If there is a strong signal in the
vicinity of a weak signal within the measurement data, there
will be at least one submatrix that will contain the weak signal
and not the strong signal. In that particular submatrix, the weak
signal can correctly be identified. In this manner, the biasing
effect caused by the high dynamic range of signals can also be
reduced.

If the sliding window is of dimensions l × m, then every
measurement sample in M will be classified Y times, where
Y = l · m. The independent classifications v(k) of a measure-
ment sample can be combined to obtain the final vote as

vnet =
1
Y

Y∑
k=1

v(k) (17)

where v(k) denotes the classification of the measurement sam-
ple determined in the kth iteration of the windowing algorithm.
A final decision on the classification of the sample can then be
made based on one of the following criteria specified for vnet.

• Simple combining criterion: According to this criterion,
M(fi, tj) is classified as a signal only if vnet > 0.

• n% majority criterion: M(fi, tj) is a signal only if vnet ≥
n/100.

• Super majority criterion: M(fi, tj) is a signal only if
vnet = 1.

It can be seen that the simple combining criterion is the least
stringent one, while the super majority criterion is the most
stringent one among the criteria mentioned. A more stringent
combining criterion yields a lower miss rate, at the expense of a
high false-alarm rate. The different types of sliding windows
that can be used are shown in Fig. 4. The submatrix MF,T

at each iteration is defined as MF,T = [M(fi, tj)], where
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Fig. 4. Various types of sliding windows moved along (a) time, (b) frequency,
and (c) both time and frequency.

fi ∈ F , and tj ∈ T . When a sliding window of width wt is
moved across time, F is the range of frequency channels in
the bandwidth [Fstart, . . . , Fstop), and T is a subrange of the
range [Tstart, . . . , Tstop), which spans wt time instants every
iteration. As a result, the total number of iterations will be
Nt − wt + 1. In the case of a sliding window of width wf

moving along the frequency dimension, F is a subrange of
[Fstart, . . . , Fstop), which spans wf frequency channels every
iteration. The variable T represents the entire measurement
time range [Tstart, . . . , Tstop). In this case, the total number of
iterations will be Nf − wf + 1. When using a sliding window
of dimensions wf × wt, F and T are subranges of the full fre-
quency range and time range, respectively. In this case, the total
number of iterations will be (Nf − wf + 1) × (Nt − wt + 1).

After the spectrum data pass through the first two stages
of the processing and analysis block (see Fig. 2), they enter
the final stage, which involves analysis of the processed data.
The next section describes the characterization of the spectrum
behavior, which involves data analysis followed by spectrum
modeling.

IV. CHARACTERIZATION OF SPECTRUM UTILIZATION

The spectrum behavior can be characterized in terms of a
set of parameters that can be determined via the analysis of
processed measurements. In turn, these extracted parameters
can be incorporated into a model for the spectrum measure-
ments. The characterization can be a function of the receiver
properties and the decision threshold. For effective dynamic
spectrum management [21], the characterization of the spec-
trum is done on a channel-by-channel basis.

A. Analysis of Spectrum Measurements

The following spectrum utilization parameters (SUPs) can
be determined from the measurements:

1) statistics of temporal channel availability and available
bandwidth;

2) ambient noise power;
3) signal and transmitter characteristics such as received

signal power, duty cycle, “on” and “off” times of a bursty
signal, bandwidth, and transceiver mobility.

The statistics of the channel and bandwidth availability serve
as an indication of the potential capacity (bandwidth–time) that
can be supported by the underutilized spectrum [6] and allow
for the prediction of future spectrum availability [15]. In addi-
tion, these statistics indicate the minimum frequency and time

agility that is required by the radios for DSA operation [22].
The noise statistics can be used to determine the signal power
that has to be transmitted for a specified percentage of the time
to maintain a fixed received SNR [23], as well as determine the
required receiver sensitivity. The features of the primary signal
can be used for the process of classification. The duty cycle
and the transceiver mobility specify the minimum rate at which
the channel needs to be sensed for primary signal detection.
On comparing the mean and maximum power levels among
the measurements collected in a certain frequency channel,
we can infer the signal power fading characteristics and the
transceiver mobility [6]. The range of the spectrum measure-
ments specifies the minimum dynamic range required by the
receiver [6].

The matrix M, in conjunction with Mc, can be used to
extract samples of the parameters. The probability distributions
of the parameters can be computed from these samples, and
from these distributions, we can estimate statistics such as
the mean and variance. If K is the total number of signal
occurrences in the channel, then the probability that the ith
channel is available is given as

P i
1 =

K

Nt
, where K =

Nt∑
j=1

Mc(fi, tj). (18)

Samples of the signal and noise power can be extracted
by analyzing a column vector of the spectrum measure-
ments from channel fi, along with their classifications, i.e.,
{M(fi, tj),Mc(fi, tj)} is given.

Let the spectrum measurement (expressed in decibel meters)
be transformed to the linear scale as

Ml(fi, tj) = 10M(fi,tj)/10 (mW) (19)

and let the decision threshold in linear scale be computed as

ηl((fi, tj) = 10η(fi,tj)/10 (mW). (20)

Note that η(fi, tj) can either be the local or global threshold
used to classify M(fi, tj) or be the average noise level across
the channels adjacent to the signal frequency. The methods
presented in Section III-A can be used to compute the threshold.
By noting that a spectrum measurement that has been classified
as a signal has both a signal and a noise component, a set of K
samples of the signal power can be extracted from the data

S(fi) = {s(k) | s(k) = Ml(fi, tj) − ηl(fi, tj)} ∀ tj

where

Mc(fi, tj) = 1 for k = 1, 2, . . . ,K. (21)

Moreover, the noise power samples can be extracted as

N(fi) = {n(r) |n(r) = Ml(fi, tj)} ∀ tj

where

Mc(fi, tj) = 0 for r = 1, 2, . . . , Nt − K. (22)
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Fig. 5. Markov model of channel occupancy states.

Equations (21) and (22) represent the process by which the
signal and noise components of a measurement sample are
extracted with the help of the threshold ηl (fi, tj), which serves
as an estimate of the noise power. In fact, this process closely
follows the model for the spectrum measurements proposed in
Section IV-B.

The extracted samples can be used to compute several sta-
tistics such as the mean, standard deviation, dynamic range
(equal to max{S(fi)} − min{S(fi)}), and threshold crossing
rate (P (N(fi) ≥ n) of the noise power. For instance, the SNR
can be computed as

SNR(fi) = 10 log10

(
S(fi)
N(fi)

)

where

S(fi) = Mean {S(fi)}
N(fi) = Mean {N(fi)} . (23)

The signal bandwidth can be determined by identifying the
signal edges from a row vector of the classified spectrum data
in the matrix Mc. In a similar manner, given a column vector
from Mc, the start and stop times of signal transmissions can be
identified to determine the “on” and “off” times of the signals.

B. Modeling of Spectrum Measurements

The extracted SUPs can be incorporated into the proposed
model of the spectrum measurements that characterizes both
the dynamics of the spectrum occupancy and the primary
signal characteristics. In this model, a spectrum measurement is
represented as a function of its components, namely, the signal
S(fi, tj), noise N(fi, tj), and channel occupancy Mc(fi, tj),
which is given as

M(fi, tj) = (Mc(fi, tj) × S(fi, tj)) + N(fi, tj). (24)

Each component can be modeled as a random variable. In this
manner, the proposed model can incorporate the individual
models of the signal, noise, and channel occupancy into one
comprehensive model for the spectrum. For instance, the chan-
nel occupancy can be modeled by a two-state Markov chain, as
shown in Fig. 5. Extracting a column from the classified mea-
surements matrix Mc(fi, tj) yields the channel occupancy for
a particular frequency channel fi over the entire duration of the
measurements. The parameters of the Markov model, namely,
the state probabilities denoted by P0 and P1 corresponding to
the states “0” and “1” and the state transition probabilities P00,
P01, P10, and P11, can then be computed from this vector of
temporal channel states.

TABLE I
COMPARISON BETWEEN GROUND-TRUTH AND MEASUREMENT

CLASSIFICATIONS. VARIABLES a, b, c, AND d REPRESENT THE

NUMBER OF TALLIES BETWEEN THE MEASUREMENT

CLASSIFICATIONS AND THE GROUND TRUTH

Having described the various components of SSF, the next
section presents the results of applying the proposed processing
techniques on real-world spectrum measurements that have
been collected using our measurement subsystem.

V. PERFORMANCE EVALUATION OF PROPOSED

PROCESSING TECHNIQUES

To evaluate the efficacy of the SSF and compare the per-
formance among different implementations of this framework,
a uniform performance evaluation procedure is required. The
processed data that appear at the output of the classification
algorithm are compared with the ground truth (see Table I).
The ground truth obtained from a reliable source represents
knowledge about the true presence or absence of a signal
at a particular frequency and time instance [1]. The Federal
Communications Commission website provides a database of
all the radio stations near the measurement site at Lawrence,
KS. These data can be used to create a matrix of the same
dimensions as M, where the columns that correspond to active
radio channel frequencies are populated with 1s, while the
remaining columns are populated with 0s. The decision made
by the classification algorithm may (respectively, may not)
conform with the ground truth, which results in correct (re-
spectively, incorrect) classification. A false alarm occurs when
a noise sample has incorrectly been classified as signal, and
a miss detection occurs when a signal sample has incorrectly
been classified as noise. These performance parameters can be
computed as

FA(%) =
c

c + d
× 100 (25)

Miss Rate(%) =
b

a + b
× 100 (26)

where a, b, c, and d represent the count of the joint occurrences
of the variables, as shown in Table I.

The processing techniques have been applied on spectrum
measurements, which were collected in the Information and
Telecommunications Technology Center, University of Kansas,
Lawrence, over a 24-h period. The bandwidth resolution and
the binwidth have been set to 10 kHz. Whereas all the mea-
surements have been collected with a preset attenuation of
10 dB, the cellular band measurements were collected with
0-dB attenuation. Three types of spectrum bands have been
targeted: 1) bands with fixed channelization such as the FM
and TV broadcast bands; 2) bands occupied by digital “on/off”
signals such as the 929–931-MHz paging band; and 3) the
band with signals that occur very close to the noise level, such
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Fig. 6. Miss rate and false-alarm rate of the ROHT classification of FM band
data with ε = 0.5 for various confidence levels.

as the 824–849-MHz cellular band. In this paper, real-world
measurement data have been used to test the proposed signal
processing algorithms, as against using synthetic data generated
through computer simulations.

In this section, the following key has been used to refer to
the data-enhancement operations: ηl and ηr refer to the power
levels of the noise and signal clipping, and L = x refers to a
cascade of the averaging filter and the Gaussian filter where the
length of each filter is x.

A. FM Radio Spectrum: 88–108 MHz

The FM spectrum measurements (88–108 MHz) have been
preprocessed with the following parameters: ηr = −55 dBm,
ηl = −98 dBm, and L = 4. The results of the ROHT classifica-
tion with ε = 0.5 for various values of the confidence level are
illustrated in Fig. 6. From this figure, we can infer that there is
a tradeoff between the miss rate and false-alarm rate and that
good results can be obtained for the FM band by operating the
algorithm at around 96% confidence level.

The sliding-window approach employing a simple combin-
ing criterion was used with the ROHT algorithm on the pre-
processed data. There was little improvement in the results by
using the sliding window moved across time, as compared with
the case where a sliding window was not used. The reason
for this observation is described as follows. All the sweeps of
measurement data (each row in M) possess similar statistical
properties since the occupancy in the FM band does not vary
over time. By increasing the window size along time, the num-
ber of sweeps of data available for the local threshold (estimated
for each submatrix MF,T ) estimation increases. However, this
results in an increase of redundancy in the data, which does not
substantially improve the classification results.

In the case of the window moved along frequency and the
square window, as shown in Fig. 7, there is an improvement in
the performance when the window size is 15 or greater. The
reason for this observed trend is explained as follows. In the
FM band, the signals occupy a bandwidth of 150 kHz such that
the spectrum measurements at 15 consecutive frequency steps,
which coincide with a station band, represent samples of the
signal power. The measurements from the adjacent guard bands
represent samples of noise power. If a window with a width of
less than 15 is employed, then as the window is moved across
the frequency in M, there will be instances when the window
overlaps over data consisting of only the signal measurements.
In this case, the classification of the windowed measurements

Fig. 7. Results of the ROHT algorithm used with the sliding-window ap-
proach on enhanced FM band data. (Left) Miss rates and (right) false-alarm
rates. The dotted curve represents the case of a strip slided along frequency,
and the solid curve represents the case when a square window has been used.

Fig. 8. Digital television band (638–668 MHz). (Black) Mean power
spectrum and (magenta) its ROHT (95% confidence level and ε = 1.5)
classification.

results in the incorrect identification of noise, which is not
really present. In a similar manner, the classification of mea-
surements from the vacant portion of the FM spectrum results
in the incorrect identification of the signals.

B. Digital TV Band: 638–668 MHz

In one of our measurement campaigns [24], measurements
were collected from the analog (198–228 MHz) and the digital
TV spectrum (638–668 MHz) at a distance of 200, 600, and
5000 ft from the TV tower. In Figs. 8 and 9(b), the presence
of spurious signals and intermodulation products is clearly
seen from the measurements collected at 200 ft from the
tower. Fig. 8 shows the result of applying the ROHT (95%
confidence level and ε = 1.5) algorithm on time-averaged data,
with the channel-44 signal (650–656 MHz) having correctly
been classified. However, the spurious signals that include
intermodulations have been mistaken to be signals.

C. Analog TV Band: 198–228 MHz

In Fig. 9(a), it is observed that the noise level varies with
frequency. A sliding-window approach for data classification
can improve the results. The results of applying the ROHT
algorithm (96% confidence level and ε = 0.5) on time-averaged
data with and without a sliding window of width = 2000 that
is moved along frequency are shown in Fig. 9(b) and (c).
In the latter case, a 20% combining criterion was employed.
Compared with Fig. 9(b) and (c), the results are improved in
Fig. 9(c).

The analog TV measurements collected 200 ft from the tower
were averaged and classified using Otsu’s algorithm with the
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Fig. 9. Analog TV band (198–228 MHz). (Black) Mean power spec-
trum and (magenta) ROHT classification with 96% confidence and ε = 0.5.
(a) Instantaneous power spectrum of the analog TV band (198–228 MHz).
(b) Classification using ROHT. (c) ROHT classification using a sliding window
of width 2000 moved along frequency (20% criterion used).

Fig. 10. SNR of analog TV signal at 211.13 MHz at various distances from
the TV tower.

sliding window moved along frequency (window size = 1300).
The feature-extraction tools were applied to the classified
data, and the mean noise level was found to be −75.06 dBm
with a standard deviation of 4.6311. The maximum and mini-
mum noise power levels were −60.65 and −85.29 dBm. Data
analysis was also performed to plot the SNR of the TV signal at
211.13 MHz at various distances from the tower (see Fig. 10).
The bandwidth of this signal was found to be 0.31 MHz.

D. Paging Band: 929–931 MHz

To demonstrate the feature extraction tools, the measure-
ments along the 930.04-MHz channel were first classified using
Otsu’s algorithm (see Fig. 11). By analyzing the classified data,
the mean “on” time of the signals occupying the channel was

Fig. 11. Measurements from a 930.04-MHz channel classified by Otsu’s
algorithm.

Fig. 12. Cellular band (824–849 MHz). (Black) Mean power spectrum and
(magenta) classification. (a) Instantaneous power spectrum of the cellular band
(834.49–838.99 MHz). (b) Classification of data after ROHT (96% confidence
and ε = 0.5) classification and median filtering. (c) Classification using Otsu’s
algorithm.

computed as 3.8Ts, where Ts is the time resolution of the
measurements.

When applied to the paging band (929–931-MHz) data, the
ROHT algorithm with 99.5% confidence level and ε = 1.5 gave
the same performance as Otsu’s algorithm. In these data, the
dynamic range of the signals is small; thus, a higher confidence
level and a higher ε has been used to avoid false alarms. This
shows that the confidence level and ε are dependent on the
dynamic range of the signals present in the data.

E. Cellular Band: 824–849 MHz

The measurements collected from the cellular band (824–
849 MHz) were classified using the ROHT algorithm with
96% confidence and ε = 0.5, followed by median filtering.
Fig. 12(a) and (b) shows a sweep of the data before and after
the classification. Otsu’s algorithm gave nearly 100% miss
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detection, even when used with noise filtering. However, when
applied to the averaged spectrum measurements, it gave good
results [see Fig. 12(c)].

While using a sliding window along with Otsu’s algorithm on
time-averaged data, a window size of 500 gave very high false-
alarm rate, while a window size of 1000 gave decent results.
This indicates that the window size depends on the occupancy
of the band under consideration. A band with low occupancy
is prone to false alarms when classification is performed. How-
ever, this can be reduced by using a sliding-window approach
with a suitable window size such that every subset of the data
that are extracted by the sliding window contains signals.

F. Summary of Results

The results achieved on the FM band measurements were
not as good as the results obtained with the other data sets.
In fact, the FM band data represent the worst-case scenario
for several reasons. The FM band data was collected at close
proximity from the transmission tower for the radio station
KJHK 90.7 MHz. Hence, the presence of intermodulations
and local-oscillator sideband noise is expected. In addition,
there are weak signals that occur close to the noise level, and
these may not be identified by the classification algorithms.
Furthermore, the dynamic range of the measurements is high.

Time averaging improved the performance of the classifica-
tion algorithms when applied to the bands with fixed channel-
ization, such as the FM band and the TV bands. However, time
averaging did not perform well when applied to the paging band
due to the random nature of the channel occupancy in this band.

The ROHT and Otsu’s algorithms performed well on all the
bands with the help of time averaging. However, the ROHT al-
gorithm was found to possess some drawbacks. The parameters
of the ROHT algorithm had to be set depending on the dynamic
range of the signal. In addition, the ROHT algorithm requires a
large number of samples for estimating the threshold. This was
observed when the performance on the FM band data improved
by increasing the window size while using a sliding-window
approach.

The sliding-window approach improved the results of the
classification algorithms. However, in the case of the cellular
band, which is sparsely occupied, smaller window sizes of less
than 1000 gave high false alarms. This exposed a drawback that
the window size has to be set according to the occupancy of the
target band.

VI. CONCLUSION

The proposed framework has introduced standardization to
spectrum surveying, which can enable collaborations on study-
ing the spectrum behavior. SSF is expected to aid in the research
of DSA networks and provide the necessary statistics needed
for spectrum policy reforms. The proposed framework has been
used to study the feasibility of secondary usage in the TV
spectrum [24] and incorporated into a novel spectrum sensing
architecture [8].

Techniques have been proposed to counter the various chal-
lenges to the spectrum measurements. In this paper, the pro-

posed algorithms have been tested and evaluated by directly
applying them on real-world spectrum measurements. This
approach provides true results, as opposed to results that are
obtained through mathematical analysis. With the exception of
the FM band data, good measurement classification results were
obtained when the techniques were applied on data collected
from the TV bands, the paging band, and the cellular band.
Although the proposed methods have been found to be reliable,
they possess the drawback that they cannot distinguish between
signal, noise, and interference. In addition, it has been observed
that the parameters of the proposed ROHT algorithm and the
sliding-window algorithm depend on the occupancy of the band
and the dynamic range of the signals. As a result, some prior
knowledge of the spectral occupancy in the band of interest may
be required to apply these algorithms.

The proposed framework has primarily been designed for
offline spectrum measurement processing. The proposed ROHT
algorithm and its sliding-window version have been found to
perform well when applied on a large set of measurements. In
addition, the spectrum data preprocessing and sliding-window
classification methods operate on a data set and not on a sample-
by-sample basis. Hence, in the proposed form, the classification
methods may not be suited for real-time spectrum sensing in
DSA networks. Second, the a priori knowledge of the target
spectrum required for optimum classification may not be avail-
able in cognitive radio networks that operate in an automated
manner.

A set of parameters of spectrum utilization were identified
and tools have been developed in Matlab to extract these
features from the processed data. A comprehensive model for
the spectrum measurements has also been presented.
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