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RESUMEN 

El mundo de las telecomunicaciones ha desarrollado un crecimiento exponencial en los 

últimos años, lo que ha provocado un mayor uso del espectro radioeléctrico, el cual es 

un recurso natural, intangible y limitado que esta viviendo problemas de saturación. 

Debido a ello se ha realizado el siguiente proyecto de materia integradora con la finalidad 

de buscar una solución practica a este problema y contribuir a la sociedad con un 

eficiente uso del espectro, aportando una investigación válida para nuevas tecnologías 

como lo es OSA (acceso Oportunista al Espectro). 

Para el desarrollo del proyecto se utilizó un equipo RT820 y el sotfware MATLAB. El 

estudio del problema se centró en la banda UHF del espectro radioeléctrico, la cual se 

encuentra en el rango de los 500 MHz hasta los 686 MHz, donde se proveen servicios 

de televisión analógica y digital. En dicha banda se tomarón mediciones de niveles de 

potencia en pisos diferentes dentro de un edificio de la ciudad de Guayaquil, Ecuador; 

tanto en el primer, segundo y tercer piso. Luego de ser procesados los datos, se diseñó 

un mecanismo de predicción de disponibilidad para los canales sensados usando una 

red neuronal con autorregresión no lineal (NARNET). 

Se realizaron diferentes pruebas variando la cantidad de información ingresada a la red 

neuronal así como la cantidad de datos predichos, obteniendo graficas de porcentajes 

de error con respecto al tamaño de la ventana de datos ingresados, así como también 

una tasa de la varianza de los datos, que permitieron establecer un uso adecuado para 

esta herramienta. Finalmente se determinó que la red creada es un buen método de 

predicción de disponibilidad para los canales de baja o media variabilidad, puesto que 

en los canales de alta variabilidad presenta errores mayores. 

Palabras Claves: OSA, NARNET, RT820, Disponibilidad.  
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Capítulo 1  

1. Introducción 

En la actualidad, el crecimiento y desarrollo de nuevas tecnologías o sistemas 

inalámbricos ha provocado un mayor uso del espectro radioeléctrico. Un ejemplo de 

esto es la demanda actual de los sistemas que operan en las bandas ISM, causando 

saturación y bajo rendimiento en la calidad de servicio (QoS) de estas redes; en 

Inglaterra se lo evidenció en el año 2012, cuando Londres enfrentó por primera vez 

la posibilidad real de que la red de comunicaciones fallara por exceso de carga [1]. 

Estudios realizados sobre la disponibilidad del espectro en [2], ponen en evidencia 

que existen bandas que están sobresaturadas, así como bandas que no se usan de 

manera eficiente como lo es la banda de televisión UHF.  

1.1 Definición del Problema 
 

En Ecuador se presentó ya dificultades palpables que llevaron a tomar la decisión 

de cambiar la televisión analógica por la digital, resolución que tuvo lugar en el 

año 2010, definiendo al estándar japonés - brasileño como el estándar principal 

en el país.[3] 

De esta manera se trata liberar bandas muy usadas y replantear la designación 

de frecuencias, tomando un sistema simulcast para poder transmitir señales tanto 

analógicas como digitales. Otro problema principal aquí es que la regulación 

actual del espectro en el país, que no permite que se lleve a cabo dicho cambio 

de forma rápida. [3] 

En este contexto, el acceso oportunista al espectro (OSA) trata de mitigar esta 

ineficiencia en el uso del espectro radioeléctrico provocados por la administración 

y asignación de este recurso en la actualidad [4]. Pero para la aplicación de OSA 

es fundamental tener conocimiento de la disponibilidad de otras bandas diferentes 

a la que el dispositivo está operando, lo que implica  medir el espectro 

radioeléctrico para verificar la banda y el canal donde es posible realizar el acceso, 

sin que interfieran la operabilidad de los usuarios licenciados de dicha banda.  
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Además, la disponibilidad de los canales irá variando conforme avance el tiempo, ya 

que los niveles de potencia varían mientras transcurre el día, esto representa un 

problema para los dispositivos OSA, ya que no se puede asegurar que un canal 

determinado estará disponible en un tiempo específico, sin antes realizar la medición 

y la verificación de los niveles de potencia.    

Este proceso implica un consumo energético por parte de los equipos de medición 

en busca de un canal disponible, consumo que será reincidente cada vez que se 

quiera aplicar esta tecnología, además de que esta búsqueda puede llegar a durar 

varios minutos, tiempo que se convierte en significativo al momento de realizar el 

cambio de canal ya que otro dispositivo puede hacer uso de este antes.  

1.2 Justificación del problema 
 

En nuestros días, existe una gran diversidad de algoritmos de predicción que 

son utilizados en varios ámbitos en la industria, con el fin de obtener mejores 

resultados en sus respectivos casos de interés.[5] En Telecomunicaciones, 

para el análisis del espectro radioeléctrico, son una herramienta primordial 

para su predicción; la cual ayuda a desarrollar técnicas de acceso dinámico al 

mismo, que buscan mitigar la saturación del espectro.  

El proyecto resultará beneficioso para el desarrollo e implementación de 

tecnología OSA, dado que la importancia de realizar este trabajo radica en la 

elaboración de un mecanismo que permita predecir la disponibilidad de 

canales en bandas licenciadas, como la banda de televisión UHF, para 

potenciar el uso de esta técnica.  

Al contar con un predictor se producirá un ahorro de energía de los equipos, 

pues no es necesario que se encuentren en constante medición, así como 

también un ahorro en tiempo de decisión para el cambio del canal.     

Se conseguirá un funcionamiento óptimo en la aplicación de OSA, lo que 

contribuiría a mermar la saturación de otras bandas como las ISM, esto es 

beneficioso en lugares como una oficina donde muchos dispositivos usan 

Internet y es de vital importancia que la transferencia de información sea lo 

más rápida posible, para agilizar la ejecución de trabajos. 
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Además, se contribuye en la mejora de la eficiencia del uso del espectro 

radioeléctrico, pues este forma parte de la naturaleza y es un deber del ser 

humano cuidar el medio donde vivimos para beneficio de las siguientes 

generaciones. No es una opción la asignación de bandas no utilizadas aún; ya 

que, en algún momento se llegará al límite. [6], [7] 

 

1.3 Objetivos  
 

1.3.1 Objetivo General  

 

• Diseñar un mecanismo de predicción de disponibilidad de 

canales en la banda UHF para el funcionamiento de dispositivos 

con acceso oportunista al espectro. 

1.3.2 Objetivos Específicos 

 

• Determinar el algoritmo de predicción a ser usado.  

• Implementar un mecanismo para el censado de datos.  

• Capturar y almacenar los niveles de potencia de los canales 

objetivos.  

• Diseñar el método de predicción de disponibilidad. 

• Calcular la disponibilidad individual de cada canal. 

• Analizar resultados obtenidos.  

 

1.4 Alcance  
 

El proyecto tiene como objetivo la elaboración de un mecanismo de predicción 

de disponibilidad en la banda UHF de televisión, que comprende el rango de 

500 MHz hasta 686 MHz, en el edificio “Heath & Life S.A” el cual cuenta con 5 

pisos y está ubicado en Alborada XIII etapa mz 22 solar 9 de la ciudad de 

Guayaquil.  
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Se llevarán a cabo mediciones de los niveles de potencia en el rango 

establecido en el primer piso, segundo piso y tercer piso alta, durante 7 días 

consecutivos. Se utilizará el equipo 820T2 & SDR para sensar el espectro 

radioeléctrico, el cual puede trabajar en un rango de frecuencias desde 24 MHz 

hasta los 1766 MHz [8].  

Mientras que, para el almacenamiento y procesamiento de los datos, se usará 

el software MATLAB. 

Con los datos medidos y el uso de un algoritmo de predicción se obtendrá una 

valores predichos de los niveles de potencia del espectro en los canales que 

comprenden esta banda. Después de esto se determinará la disponibilidad del 

canal tomando como referencia un valor de umbral.  

 

1.5 Metodología  
 

El primer paso para la ejecución del proyecto será la recopilación de 

información acerca de algoritmos de predicción. En base a las características 

y el desempeño en ambientes similares a nuestro escenario, se decidirá cuál 

de ellos es el más adecuado para nuestro caso de estudio.  

Luego se estudiará el funcionamiento del 820T2 & SDR en conjunto con 

MATLAB para su optimo desempeño. 

Después se diseñará el procedimiento para la captura de los niveles de 

potencia en MATLAB, mediante una programación basada en código. Una vez 

esto, se continuará con la captura de datos durante una semana en el edificio 

previamente establecido. 

Se recopilarán 10000 muestras por cada canal y de esta manera lograr un 

entrenamiento apropiado al algoritmo seleccionado. Dichos datos se tomará a 

primera instancia por fragmentos de tiempo, acorde a la capacidad de 

almacenamiento y procesamiento de los dispositivos con los que se cuenta. 

El siguiente paso será estructurar el mecanismo de predicción, para ello se 

implementará el algoritmo en MATLAB. Una vez finalizado este paso se 
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realizará el entrenamiento del algoritmo con una porción de los datos 

recolectados hasta lograr una precisión adecuada a los requerimientos 

necesarios en los resultados. Terminado el entrenamiento, el algoritmo estará 

listo para estimar niveles de potencia de los canales medidos.  

Previo a esta estimación, a cada canal medido se los pasará por una etapa de 

procesamiento de datos, en la que se eliminarán datos aberrantes en las 

mediciones, así como se calculará un valor de potencia promedio de las 

mediciones de cada canal, finalmente se los normalizará para que estos 

valores sean la entrada del algoritmo. 

Finalmente, con los resultados del algoritmo se procederá a calcular la 

disponibilidad de cada canal, comparando los valores predichos con el valor 

de la sensibilidad de los equipos de televisión para el sistema I. Para esto se 

elaborará una gráfica discreta de ceros y unos evaluando dos casos:  

o Sí el valor promedio predicho es mayor que la sensibilidad del 

equipo, se lo representará con un 1.  

o Sí el valor promedio predicho está por debajo de la sensibilidad 

se lo representará con un 0.  
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Capítulo 2  

2. Estado del arte 
 

En la actualidad, en muchos campos surge la necesidad de aprovechar de manera 

óptima el uso del espectro electromagnético para diferentes aplicaciones, han 

surgido diversas alternativas para su predicción basadas en diferentes algoritmos. 

En el trabajo presentado en [9], para un sistema de monitoreo de frecuencia de un 

radar de alta frecuencia, se propone un algoritmo de predicción basado en la 

descomposición en modo empírico (EMD) y la regresión de vectores de 

soporte (SVR), con el fin de que el sistema seleccione la frecuencia de perturbación 

mínima para que el radar trabaje en un próximo periodo de tiempo. 

Por otra parte, en [10] se propone un modelo de predicción de series de tiempo 

basado en gráficos con la combinación del modelo de red neuronal de memoria de 

larga y corta duración y una Red Bayesiana Dinámica (DBN). El modelo utiliza 

principios de estimación óptimos y DBN para mejorar el rendimiento predictivo, en 

donde sus resultados experimentales muestran que la estructura tiene un mejor 

rendimiento que algunos modelos existentes. 

En [11] se propone un modelo hibrido de predicción de ocupación de canales de radio 

para acceso de espectro dinámico, con el objetivo de maximizar la probabilidad de 

detección de los White Spaces (WS) y minimizar el uso de los recursos del sistema 

para la detección y la toma de decisiones. El proceso de predicción se realiza en 

paralelo para tres métodos básicos como lo son Markov, Mean, MeanW y un método 

hibrido que será seleccionado, el cual trabaja sobre la base de las eficiencias de 

predicción temporal calculadas para los métodos anteriores.  

Por último en [12] se propone la predicción del espectro basado en una red neuronal 

(RBF) mejorada en radio cognitiva, en el cual se propuso un algoritmo de predicción 

de espectro con el algoritmo de agrupamiento K-means (K-RBF) para predecir con 

precisión el acceso a un usuario con licencia con un bajo porcentaje de error.  
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De igual manera, también se han elaborados trabajos en el Ecuador con el fin de 

obtener la disponibilidad en diferentes bandas y usando algunos de los algoritmos ya 

mencionados.  

En [13] se propone un diseño de un algoritmo para el análisis de disponibilidad de 

canales en la banda 2.4Ghz de Wi-Fi dentro de un edificio ubicado en el centro de 

guayaquil, basado en el algoritmo de K-vecinos más cercanos para sistemas con 

acceso oportunista al espectro. Mientras que en [14] su estudio se desarrolla en la 

banda UHF de televisión en donde mediante un modelado estadístico se determina 

la disponibilidad de canales individuales, así como de forma conjunta.  

Trabajos muy similares se observan en [15], [16], en donde de igual manera se 

trabaja sobre la misma banda de televisión, pero usando diferentes algoritmos para 

el proceso de predicción tales como las cadenas ocultas de Markov y Redes 

Neuronales Artificiales respectivamente.  

A diferencia de todos estos trabajos, el proyecto usará una red neuronal 

autoregresiva no lineal, para la predicción de los niveles de potencia en los canales 

de televisión de la banda UHF, con la finalidad de predecir la disponibilidad futura de 

los canales de esta banda en función del tiempo.  

2.1 Marco Teórico 
 

2.1.1 Espectro Radioeléctrico  

 

El espectro radioeléctrico constituye un subconjunto de ondas 

electromagnéticas que se por lo general se encuentra por debajo de 

los 3000 GHz y se propagan por el espacio sin necesidad de una 

guía artificial. A través de él se ofrecen servicios de 

telecomunicaciones de gran variedad para el desarrollo social y 

económico de un país. [17] 

El espectro radioeléctrico es considerado por la constitución de la 

Republica del Ecuador como un sector estratégico, por lo que el 

Estado se reserva su derecho de administración, regulación, control 

y gestión. [17]  
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2.1.2 Red de Área Local Inalámbrica (WLAN)  

 

Una red de área local inalámbrica (WLAN) implementa un sistema 

flexible de comunicación de datos que en general aumenta en lugar 

de reemplazar una red LAN cableada en un edificio o recinto 

universitario. WLAN usa radiofrecuencia para transmitir y recibir 

datos por aire, minimizando así la necesidad de conexiones 

cableadas. [18]  

2.1.3 Radio Cognitiva  

 

El espectro radioeléctrico está siendo usado cada vez con mayor 

intensidad por parte de la sociedad y es por ello que se requiere la 

necesidad de buscar la manera de optimizar su uso diario y la radio 

cognitiva es una de las herramientas que hoy en día facilitan esta 

tarea con el objetivo de buscar nuevos métodos que faciliten tener 

un mejor acceso al espectro radio eléctrico. [19] 

Esta tecnología tiene como objetivo aprender y adaptarse al entorno 

en que sea sometida gracias a la metodología “understanding-by-

building”, la cual recibe la información y la procesa para modificar su 

estado interno gracias a los parámetros que el usuario estime 

necesario, como en este caso, sí hablamos del entorno del espectro 

radio eléctrico, podría ser: la potencia de la señal de transmisión, 

frecuencia, etc. En la Imagen 2.1 podemos apreciar el ciclo de la 

radio cognitiva.[19] 
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Imagen  2.1 El Ciclo cognitivo [19] 

 

Entre las funciones principales se pueden encontrar varias, las 

cuales se hacen mención a continuación. 

 

2.1.3.1 Detección del Espectro.  

 

Es su principal función el detectar espectro que no está siendo 

aprovechado de la mejor manera, se deben hallar estos 

agujeros diferenciando siempre a los usuarios legítimos. A su 

vez para detectar el espectro existen distintas técnicas: [20] 

i. Detección de Transmisiones.  

ii. Detección Cooperativa.  

iii. Detección basada en interferencias. 

Para la detección de espectro en radio cognitiva se hace uso 

de dimensiones adicionales como el tiempo, frecuencia, 

espacio geográfico, código y ángulo. 

 

 

https://www.mdpi.com/sensors/sensors-17-02136/article_deploy/html/images/sensors-17-02136-g001.png
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2.1.3.2 Frecuencia y Tiempo 

   

En este espacio se busca la división de las bandas en 

porciones mas pequeñas donde se pueda visualizar los 

fragmentos sin uso del espectro ya que no todas las bandas 

son ocupadas al mismo tiempo tal como se puede apreciar en 

la Imagen 2.2. Entonces como se puede visualizar en la 

imagen uno, cada espacio vacío se puede usar como una 

oportunidad de acceso al espectro de manera oportunista sin 

causar interferencia a los usuarios licenciados. [21]  

  

                

               Imagen 2.2 Detección de espectro para radio cognitiva [28] 

 

2.1.3.3 Espacio geográfico.  

 

Esta dimensión hace referencia a la ubicación que se tenga 

entre los diferentes usuarios y sus niveles de interferencia, 

debido que dependiendo de la longitud, latitud y elevación se 

pueda emitir radiaciones en bandas similares sin obstruir 

señales vecinas como se puede apreciar en la Imagen 2.3. 

[21] 
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Imagen 2.3 Transmisiones simultáneas en la misma banda de frecuencias explotando dimensión 
espacio geográfico. [21]  

 

2.1.3.4 Código  

 

Lo que se trata de obtener aquí es las secuencias de los 

códigos de espectro ensanchado de los usuarios licenciados 

y sincronización de transmisión para que un usuario de radio 

cognitiva pueda transmitir con respecto a los usuarios 

licenciados. En la Imagen 2.4 se ilustra la representación de 

oportunidades para conseguir estos códigos. [21] 

                        

Imagen 2.4 Representación de oportunidades de uso espectral en la dimensión código. [21]        
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2.1.3.5 Angulo  

 

Esta dimensión se concentra en el ángulo de dirección de los 

lóbulos de radiación electromagnética con la ayuda del azimut 

y elevación, además de la ubicación de los usuarios 

licenciados, dicho proceso se visualiza en la Imagen 2.5. 

Debido que por lo general estos lóbulos son direccionales se 

puede emitir ondas en la misma banda de frecuencias y 

distancia con un nivel de interferencia bajo. [21] 

                                       

Imagen 2.5 Transmisiones simultáneas dentro del mismo radio de alcance explotando el 
conocimiento de los ángulos de llegada de las señales. [21] 

  

2.1.4 Administración del Espectro. 
 

Esta función escoge el mejor ancho de banda que el usuario 

requiera en base al QoS   siguiendo dos pasos: [20] 

• Análisis de Espectro. 

• Decisión de Espectro. 

2.1.5 Movilidad Espectral.  

 

Como su nombre hace referencia, tiene la capacidad de siempre que 

se necesite cambiar de banda a una mejor pasando desapercibido. 

[20] 
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2.1.6 Compartir Espectro.  

 

Se debe hallar un método el cual reparta espectro sin interferir con 

los usuarios legítimos. Este es el mayor de los retos para todos los 

dispositivos que usan la radio cognitiva. [20] 

Existe varios tipos de Radio Cognitiva, las cuales dependen de la 

necesidad del usuario ya que puede hacer uso de más o menos 

variables, acordes a los resultados que se desee obtener: 

• Radio Cognitiva completa. 

• Radio Cognitiva detectora del espectro.  

En el primer tipo como su nombre lo indica, hace uso de todas las 

variables que se puedan identificar en la red para tomar decisiones, 

mientras que la segunda es un caso particular en donde sólo se 

observa el espectro radioeléctrico.[22] 

En base a estos principales tipos de Radio Cognitiva se pueden 

definir otras subdivisiones como lo son: [21] 

• Radio Cognitiva de banda bajo licencia. 

• Radio Cognitiva de banda de libre acceso 

 

2.1.7 Radio Cognitiva de banda bajo licencia  

 

Esta Radio Cognitiva hace referencia al grupo de usuarios de 

bandas que necesitan de licencia para su acceso, de esta forma se 

limita el tráfico en dichas frecuencias. Además del uso de bandas 

libres como lo son la UNII o ISM. [22] 
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Imagen  2.6 Arquitectura de red de radio cognitiva [27] 

 

2.1.8 Radio Cognitiva de banda de libre acceso  

 

Hacen uso de bandas sin licencia, en este grupo se puede 

mencionar a la IEEE 802.19. [22] 

2.1.9 Radio Definido por Software 

 

El concepto SDR (Radio Definido por Software) se refiere al hecho 

de utilizar software para controlar casi todas las funciones de un 

dispositivo de comunicaciones o de sensores tipo radar. [23]  

Esta tecnología habilita la creación de dispositivos inalámbricos 

interoperables con múltiples ventajas, entre las que se 

encuentran:       

• Múltiples modos de operación.       

• Reconfiguración.        
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• Actualizaciones Over-The-Air.        

• Menor costo de desarrollo. 

La tecnología Over-The-Air consiste en un sistema de gestión 

remota de datos y aplicaciones para la tarjeta SIM, con la ayuda de 

la interfaz GSM o CDMA. [24] 

2.1.10 Acceso Dinámico al Espectro (DSA)  

 

Cuando se habla de las siglas “DSA” se hace referencia a todo 

método o herramienta que tenga como propósito acceder al espectro 

radioeléctrico, sujeto a condiciones que dependerán de la 

arquitectura de la red, del tipo de banda de frecuencia a acceder, 

etc. [25] 

Existen dos tipos de modelos de DSA:  

• El Modelo “acceso libre”.  

• El Modelo  “acceso jerárquico”. 

El modelo de acceso libre hace referencia al uso de bandas que no 

requieran permisos para el uso de la Industria, Científico, y Médico 

(ISM: Industrial, Scientific and Medical). El uso de esta banda no 

requiere licencia por lo que cualquier usuario tiene derecho para la 

utilización de estas, en este grupo es mundialmente conocido el  

WiFi con estándar IEEE 802.11 y Bluetooh.[19]   

A diferencia del acceso libre, el modelo de acceso jerárquico cuenta 

con una clasificación entre los usuarios:  

• usuarios primarios (PU).  

• usuarios secundarios (SU). [19]  

2.1.11 Acceso Oportunista al espectro  

 

El Acceso Oportunista al Espectro es un conjunto de alternativas que 

buscan mermar las dificultades de escasez y la ineficiencia en el uso 

del espectro radioeléctrico. [26]  
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Siguiendo un esquema jerárquico, bajo las nociones de OSA los 

usuarios secundarios (usuarios no licenciados), pueden acceder y 

explotar las porciones espectrales no utilizadas por los usuarios 

primarios (usuarios licenciados) en un tiempo determinado. [6] 

Las bandas espectrales no utilizadas se conocen como huecos u 

oportunidades espectrales, que en conjunto constituyen la 

disponibilidad local e instantánea del recurso radioeléctrico. 

2.1.12 Series de tiempo 

 

Una serie de tiempo es una sucesión de registros realizados en 

muchos periodos de tiempo (días, semanas, meses, trimestres, 

años). Los registros son valores numéricos que varían en dichos 

periodos. [27]  

Las variaciones de una serie de tiempo ‒ST‒ se clasifican en 

sistemáticas y aleatorias; las sistemáticas suceden con regularidad 

y se pueden modelar; las aleatorias son originadas por escenarios 

aisladas como terremotos, huelgas y, por lo tanto, son difíciles de 

modelar. [27] 

Se han reconocido tres diferentes tipos de variaciones: tendencia 

secular, variaciones cíclicas y variaciones estacionales.  

 

2.1.13 Tendencia secular 

 

Describe la naturaleza general de la serie en periodos extensos de 

tiempo y son debidas a fuerzas significativos como incremento de la 

población, cambios en tecnología y en las costumbres de gasto de 

los consumidores.[27] 

Las variaciones estacionales se efectúan cuando las observaciones 

son realizadas en intervalos inferiores a un año (semanas, meses, 

trimestres); estas pueden reflejar conductas estacionales que se 

repiten del mismo modo y con la misma regularidad año tras año. 

[27]  
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2.1.14 Variaciones cíclicas  

 

Corresponden a fluctuaciones a largo plazo, más o menos periódicas 

que se repiten regularmente cada cierto número de años, en las 

actividades económicas en periodos de crisis y de recuperación. [27] 

 

2.1.15 Variaciones aleatorias 
 

Se refieren a los componentes que se presentan en manera 

accidental y son difíciles de predecir. Un ejemplo de esto es el 

espectro electromagnético.[27] 

2.1.16 Red Neuronal Artificial 

 

Una red neuronal Artificial es un modelo abreviado que simula la 

manera en que el cerebro humano procesa la información que 

recibe, es decir, emula el funcionamiento del sistema nervioso. [29] 

Generalmente se encuentran organizadas en capas, y cada capa a 

su vez esta compuesta por nodos o elementos de proceso.  [30] Los 

enlaces que unen a lo nodos se conocen como conexiones, y cada 

nodo puede tener múltiples conexiones.  

 

2.1.17 Arquitectura de la RNA 

    

El modelo estándar publicados por Rumelhart y McClelland en 1986 

se presenta  en la Imagen 2.7.  
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                                                            Imagen 2.7  Estructura de una Red Neuronal Artificial. [30] 

 

El modelo básico de la red neuronal está basado en 3 capas y dentro 

de cada capa las neuronas suelen ser del mismo tipo. Estás tres 

tipos de capas se pueden observar en la Imagen 2.8.  

 

                                          Imagen  2.8 Capas de una red neuronal [30]   

 

En donde en la capa de entrada se reciben los datos procedentes 

del entorno, la capa oculta no tiene conexión con el entorno, y puede 

ser precedida de otras capas o de la capa de entrada, mientras que 

la capa de salida los nodos brindan la solución generada por la RNA. 

[31] 

2.1.18 Funcionamiento de la red  

 

Los datos ingresados se expanden desde los nodos de la primera 

capa, hasta los nodos de la siguiente y así sucesivamente hasta el 

final. Al llegar a la capa de salida la red generará un resultado. La 

red va aprendiendo examinando los datos individuales, generando 

una predicción para cada nodo a la vez que realiza ajustes en los 

pesos de las conexiones cuando se realiza una estimación errónea. 

[30]  

Este procedimiento se repitirá las veces que sean necesarias hasta 

que alcance uno o varios criterios de parada. [30]  
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2.1.19 Aprendizaje de la Red  

 

Al iniciar, los pesos de cada nodo son aleatorios y a medida que se 

produce el aprendizaje, estos van adquiriendo nuevo valores hasta 

cumplir con los parámetros requeridos. [30]   

Entre los tipos de aprendizaje que se cuentan, se tienen:  

 

• Aprendizaje supervisado: La red busca minimizar un error 

entre la salida predicha y la salida deseada. El objetivo de 

este aprendizaje es conseguir que la salida predicha se 

acerque lo más posible o sea la salida deseada. [30]  

• Aprendizaje no supervisado: La red trabaja con un conjunto 

de patrones sin conocer la respuesta deseada. [30] 

 

2.1.20 Función de Activación 

 

La función de activación devuelve una salida en cada nodo a partir de su 

valor de entrada, El rango de valores de esta salida por lo general se 

encuentra entre (0,1) o (-1,1). [32] 

En la Imagen 2.9 podremos visualizar algunas de las funciones de 

activación más utilizadas en las RNA. [33] 

 

 

Imagen 2.9 Funciones de Activación para las RNA[33] 
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2.1.21 Algoritmo BackPropagation 

 

Es el algoritmo de entrenamiento más usado en redes con conexión 

hacia delante, además de ser utilizado en aprendizajes supervisados 

con gradiente descendente, en el que se distinguen claramente dos 

fases [33]:  

La fase 1, en donde se aplica un patrón de entrada, el cual se 

propaga por las capa de la red hasta producir una salida, esta salida 

se compara con la salida deseada y se calcula el error cometido. [33] 

La fase 2, en la cual estos errores calculados se transmiten hacia 

atrás, comenzando por la capa de salida hacia todas las neuronas 

de las capas intermedia. A cada nodo le corresponde un error que 

es proporcional a su contribución sobre el error total de la RNA. 

Tomando en cuenta el error recibido, se ajustan los errores de los 

pesos de cada nodo. [33] 
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Capítulo 3  

3.DISEÑO METODOLÓGICO 

 

A continuación, se describirá a detalle el desarrollo de cada uno de los objetivos 

específicos establecidos en el capitulo 1 para el desarrollo del método de predicción 

de disponibilidad. Se comenzará estableciendo el escenario en el que se realizó el 

proyecto. 

3.1 Descripcion del Escenario  
 

Para el desarrollo del proyecto se necesitó acceso a un edificio ubicado en una 

zona suburbana de la ciudad de guayaquil. El edificio el cual se muestra en la 

imagen 3.1 cuenta con 5 pisos y dada su estructura interna del edificio, se 

procedió a elegir el primer, segundo y tercer piso como lugares para realizar 

la medición.  En las Imagenes 3.2, 3.3 y 3.4 se puede observar diferentes 

vistas de la ubicación del edificio. 

 

Imagen 0.1 Frente del edificio Helisa [34] 
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Imagen 0.2 Vista lateral uno edificio Helisa [34] 

 

 

Imagen 0.3 Vista lateral edificio Helisa dos [34] 
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Imagen 0.4 Vista panorámica edificio Helisa [34] 

 

3.2 Obtención de Recursos 
 

Una vez planteado el escenario, se procedió a la obtención de los recursos 

necesarios para desarrollar toda la metodología, los cuales se enlistan a 

continuación:  

• Tres equipos de medición 820T2 & SDR.  

• Software MATLAB.  

• Tres computadores con procesadores iCore 7. 

Se optó por el uso de los equipos 820T2 & SDR, dado que puede operar en el 

rango de frecuencias que comprende la banda UHF de televisión, así como 

también el costo accesible que posee en el mercado.  

Se eligió el software Matlab debido a la gran variedad herramientas que posee, 

como lo son “Communications Toolbox” y “Statistics and Machine Learning”, 

que nos ayudan para la el censado del espectro radioeléctrico, así como 

también para la implementación del algoritmo de predicción respectivamente. 

Otro punto a favor es la cantidad de información disponible en el mismo 

software sobre el manejo de estas herramientas, lo cual hace que su uso sea 

adecuado para el proyecto considerando el tiempo que se tiene para su 

finalización. 
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Para los computadores fue considerado como primordial la capacidad de los 

procesadores, debido a la alta demanda que requiere el software MATLAB 

para los métodos de captura y predicción de datos. 

 

3.3 Diseño de metodología para la medición de datos 
 

El script utilizado para la captura de datos se diseñó en el software Matlab, el 

cual presenta una línea de comandos muy cotidianos y librerías específicas, 

necesarias para el 820T2 & SDR como lo es la herramienta RTL-SDR Support 

from Communications Toolbox. 

El código es muy amigable con el usuario, dado que está fragmentado en 

funciones para un mayor entendimiento como se puede apreciar en la Imagen 

3.5. 

 

Imagen 0.5 Codigo captura de niveles de potencia 

 

Al inicio se presentan todos los parámetros que se usarán para la recolección 

de datos como son: la frecuencia central, el tamaño de los saltos de 

frecuencia, el tiempo total que durará la recolección de los datos, etc. Esto se 

lo regulariza con dos factores llamados dec_factor y nfft.  El primero es un 

factor que multiplicará a un valor que es resultado de la división entre 

(rtlsdr_fs/nfft); donde rtlsdr_fs es la frecuencia de muestreo y el segundo es 

el número de puntos que se elija para graficar, estos mismos puntos son la 

representación gráfica de los coeficientes de la transformada de Fourier que 
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se los obtiene a partir de las librerías con las que cuenta Matlab, la función 

denominada abs(fft(rtlsdr_data,nfft))'. 

Otro parámetro importante al momento de correr el código es el tiempo de 

duración de la captura, y para ello existen variables denominadas 

“tiempoHoras”, “tiempoMinutos”, “tiempoSegundos”, que nos permiten asignar 

estos valores. El programa iniciará y se detendrá hasta cumplir el tiempo 

seleccionado sí es que no existiese ningún inconveniente en la ejecución de 

este.  

Al finalizar un ciclo el script arrojará una ventana emergente con la gráfica del 

espectro en ese instante y concluirá el mismo imprimiendo el tiempo que le 

tomo completar el barrido completo. Luego, continuará con un siguiente ciclo 

y así sucesivamente hasta finalizar el tiempo programado para la recolección 

o se detendrá si hubiese algún problema en la ejecución del código.  

En la Imagen 3.6 se podrá visualizar los niveles de potencia en una gráfica 

continua Potencia (dBm y Watts) vs Frecuencia (Hz). 

 

Imagen 0.6 Espectro capturado en la banda UHF de televisión. 

 

Una vez concluido el barrido de todas las frecuencias, se guardan los datos 

censados en el archivo ‘Mediciones.xlsx’, donde se observan los valores con 

el formato de: año, mes, día, hora, minutos, segundos y la frecuencia en la 

que se está capturando el valor de potencia. Se podrá revisar por completo el 

documento una vez finalizada la ejecución del código en MATLAB, tal como 

se muestra en la Imagen 3.7. 
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3.4 Pruebas y Ajuste de medición  
 

Una vez diseñado el programa para la medición de la señal y captura de datos 

en MATLAB con la ayuda en conjunto del equipo 820T2 & SDR, se elaboraron 

pruebas de precisión para comprobar la funcionabilidad de los equipos y 

software al momento del censado al rango de frecuencias en estudio. 

El código cuenta con varios parámetros para modificar el rango de frecuencia, 

el ancho de banda usado para recorrer el barrido completo, el numero de 

muestras que se desee recolectar, este es un parámetro importante ya que a 

medida que se cuente con mas muestras, se observara una señal mucho mas 

precisa pero esto será contraste para el procesamiento del equipo y se ve 

reflejado en el tiempo que le toma capturar un ciclo o barrido completo con 

mayor numero de muestras o menor, otro parámetro importante es el ancho 

de banda que se asigna para recorrer la banda de frecuencia en estudio, si 

este factor aumenta, entonces el barrido será completado más rápido y 

viceversa. 

En consecuencia, luego de las pruebas variando parámetros, se decidió definir 

los parámetros:  

• nfft= 1024; el número de transformadas de Fourier; 

• dec_factor =32; modifica el ancho de los saltos del muestreo 

Imagen 0.7 Archivo mediciones generado por Matlab. 
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para la ejecución del código, ya que dicha configuración permitió un mayor         

tiempo de medición que en otros casos, alcanzando un periodo de 20 horas    

seguidas sin ningún error, tomándole entre 60 y 70 segundos completar 1 

ciclo, es decir sensar una vez toda la banda UHF de televisión. En la Imagen 

3.8 se puede apreciar que se alcanzaron 1359 ciclos de manera consecutiva.   

 

Imagen  0.8 Número de ciclos alcanzados en la captura de datos. 

 

3.5 Captura de datos y monitoreo de los equipos 
 

Se ubicaron los equipos en el interior del edificio en tres pisos diferentes para 

la recolección de la data, el tiempo de duración para la obtención de los niveles 

de potencia fue de siete días consecutivos, en los cuales se mantuvo 

constante monitoreo de los equipos por sí ocurriera algún fallo. 

Debido a la dificultad que genera el hecho de poder permanecer de forma 

presencial todo el tiempo al cuidado de operación de los equipos, se buscó 

una solución inmediata y practica para  el monitoreo de dichos dispositivos 

mediante la aplicación conocida como Teamviewer, este software es muy útil 

para controlar equipos de forma remota desde un celular o a su vez desde otra 

computadora, de esta manera se logro observar de forma permanente el 

desempeño de los equipos al momento de capturar los datos, de esta manera, 

sí el algoritmo diseñado en Matlab sufría algún tipo de error o tropiezo en su 

ejecución, se volvería factible observar de inmediato y proceder a su solución 

de forma remota, así como muchas veces a reiniciar la captura de los datos 
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para no perder la continuidad de valores de potencia en el tiempo y contar con 

un modelo real de la banda de espectro en estudio, un ejemplo de lo explicado 

se lo puede observar en la Imagen 3.9.      

   

 

 

Imagen 0.9 Monitoreo de los ordenadores mediante el software Teamviewer 

 

Al finalizar los siete días se extrajo la información recolectada y se retiró los 

equipos del edificio para continuar con el desarrollo del proyecto. 

  

3.6 Diseño del procesamiento de datos  
 

Una vez terminado el proceso de captura, se tomó la data del archivo 

Mediciones.xlsx para su revisión, como era de esperarse las mediciones 

contenían millones de datos por lo cual era necesario una reducción de ellos 

sin perder información ni la continuidad de la señal capturada, entonces se 

comenzó a separar de acuerdo por canales la cantidad de datos de todo el 

barrido de la banda UHF para luego analizarla de manera minuciosa con el fin 

de eliminar datos aberrantes producidos por alguna anomalía en el proceso de 
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medición; como por ejemplo el cruce de alguna persona por el área de 

censado, lo cual ocasionaría una recepción de niveles de potencia errónea.  

Esta medida resulta de gran importancia a la hora de predecir con la red 

neuronal, debido que, al trabajar con inteligencia artificial, el algoritmo 

aprenderá a trabajar y predecir con estos datos erróneos, lo cual se quiere 

evitar por lo tanto el problema al ser visto como una serie de tiempo, es 

fundamental que el histograma de potencia este depurado lo mejor posible 

para poder obtener un mejor entrenamiento y buenos resultados en la 

predicción. 

De esta manera se organizaría una matriz por canales y tiempo de medición o 

ciclos de barrido del algoritmo. 

Una vez ordenada de manera específica los datos, se procedió a calcular los 

promedios de cada conjunto de valores por canal para cada ciclo, pero esto 

seria un trabajo sin fin para hacerlo de manera manual, ya que se trata de una 

Big Data; entonces se diseñó un programa capaz de calcular la media por 

canal y además de esto tomar una sola muestra por minuto, o sea que si el 

algoritmo capturo dos o mas ciclos en un solo minuto también sean 

promediados a un solo valor por canal, parte del código se lo puede observar 

en la Imagen 3.10. 

 

 

Imagen 0.10 Código para el procesamiento de Datos 
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Después de la implementación del algoritmo creado en MATLAB para la 

reducción de la exhaustiva cantidad de valores, se dividió la data para las 

diferentes etapas de ejecución de la predicción con las redes neuronales que 

son: entrenamiento, validación y predicción de este modo el desempeño del 

software mejorará al momento de su inicialización. 

3.7 Diseño de la red Neuronal 
 

El método de predicción que se implementó para este proyecto fue una Red 

neuronal autorregresiva no lineal (NARNET), ya que nos permite predecir 

valores futuros de y(t) dado “d” valores pasados de la misma señal. En la 

Imagen 3.11 podemos observar el diagrama de bloques de la red. 

 

Imagen 0.11 Esquema de una NARNET 

 

Para ello se elaboró un script, teniendo como primer paso la creación de la 

estructura de la red mediante el comando 

“narnet(feedbackDelays,hiddenSizes,trainFcn)”; en el cual ingresamos los 

siguientes parámetros: 

• feedbackDelays. - Define el número de datos de delay de la red 

neuronal. 

• hiddenSizes. -  Establece el número de neuronas ocultas.  

• trainFcn. - Indica el algoritmo que será usado en la etapa de 

entrenamiento de la red neuronal. 

Para el diseño se asignaron los valores de: 1:15, [8 4 2] y ‘traingdx’. La Imagen 

3.12 se muestra la RNA en Matlab. 
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Imagen 0.12 Red Neuronal generada en Matlab 

 

Después de crear la red, se procedió a fragmentar la información en 3 partes 

para las respectivas etapas de entrenamiento, validación y testeo de la red 

neuronal, tal como se puede apreciar en la Imagen 3.13. Para este diseño se 

consideró que el 70% de los datos ingresados se destinen al entrenamiento 

de la red, y el 15% tanto para la fase de validación como para la de testeo.  

 

Imagen 0.13 Separación de la información 

 

Posteriormente, se definieron parámetros importantes para la fase de 

entrenamiento, como lo son la tasa de aprendizaje, el número máximo de 

épocas que puede ejecutar el algoritmo, el valor de error deseado para el 

proceso, etc. Dichos valores se pueden observar en la Imagen 3.14.  

 

 

Imagen 0.14 Parámetros de entrenamiento 

 

El algoritmo usado para la fase entrenamiento fue el “Variable Learning Rate 

Backpropagation”, dado que el desempeño de una red neuronal es muy 

sensible a la configuración de su tasa de aprendizaje, la cual gracias a este 

algoritmo se irá modificando a medida que se va desarrollando la etapa de 

entrenamiento.[35] 
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Un algoritmo de backpropagation puede mejorar considerablemente su 

desempeño si permitimos que la tasa de aprendizaje cambie durante su 

proceso; es decir en cada época se calculan nuevos pesos y sesgos utilizando 

la tasa de aprendizaje actual y si el nuevo error supera al anterior, los nuevos 

pesos y sesgos se descartarán, provocando que la tasa de aprendizaje 

disminuya, caso contrario se mantienen los nuevos pesos y sesgos, mientras 

que la tasa de aprendizaje aumenta. [35] 

Otra variable importante por considerar es la función de activación que tendrán 

las capas de la NARNET, para lo cual fueron consideradas las funciónes de 

transferencia log-sigmoid, tan-sigmoid, y Linear; las cuales se presentan en la 

Imagen 3.15. Se realizaron pruebas con las todas las funciones de 

transferencia para establecer una comparación de sus resultados.  

 

Imagen 0.15 Funciones de transferencias Log-Sigmoid,  Tan-sigmoid y Linear. 

 

Definidos estos parámetros, empieza el aprendizaje supervisado de la red 

utilizando la porción de información destinada, es decir el 70% de la data 

proporcionada para observar el comportamiento de la señal de entrada y el 

siguiente 15% para comparar las salidas generadas por la NARNET con 

respecto a las salidas deseadas proporcionadas.  

Dado el algoritmo seleccionado, en cada época realizada se irá variando la 

tasa de aprendizaje hasta que exista el menor error posible entre las salidas 

generadas y las salidas deseadas.  La medida del cálculo del error usado para 

el diseño fue el “error cuadrático medio” (MSE).  

Obtenido el valor del MSE, este se compara con el valor de error objetivo 

definido entre los parámetros de entrenamiento, y sí es igual o menor a este, 

el entrenamiento se dará por terminado.   
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Una vez terminado el entrenamiento, la red genera nuevas salidas, 

correspondientes al otro 15% de la etapa de testeo, y así poder calcular el 

performance de su predicción. 

Finalmente, se procedió a crear un lazo cerrado para la NARNET, y así generar 

valores futuros en función de los pesos y sesgos generados en el periodo de 

entrenamiento, sin la necesidad de una entrada.  

Estos valores serán a los cuales se les procederá a calcular la disponibilidad 

para establecer un porcentaje de confiabilidad en la predicción.  

 

 

3.8 Diseño del proceso de cálculo de Disponibilidad  
 

Luego de obtener los datos predichos por la red neuronal, se procederá a 

calcular su disponibilidad, tomando como referencia el valor normalizados de 

-77dBm para los sistemas de televisión ISDBT [36], que variará para cada 

canal dependiendo de sus niveles de potencia. 

Antes de proceder al cálculo de disponibilidad, se validó que las salidas de la 

red neuronal sean normalizadas, es decir, se encuentren en un rango de 0 a 

1, agregando la desviación estándar del canal como margen positivo y 

negativo, para mejorar la precisión de los valores predichos.  

Luego se procedió a calcular la disponibilidad tomando en cuenta los 

siguientes criterios:  

• Si el dato predicho no se encuentra en el rango establecido por la 

desviación estándar, el valor de disponibilidad asignado será un “-1”, lo 

cual indicará un error en la predicción.  

• Sí el dato predicho se encuentra en el rango establecido por la 

desviación estándar y es mayor al umbral normalizado, el código 

arrojará un "1", el cual significa que no existe disponibilidad en ese 

canal. 

• Sí el dato predicho se encuentra en el rango establecido por la 

desviación estándar y es menor al umbral normalizado, el código 



 

34 
 

arrojará un "0", lo cual significará que si existe disponibilidad en ese 

tramo de espectro. 

Finalmente se elaboró una gráfica discreta de disponibilidad predicha, 

así como también la gráfica de disponibilidad real, de esta manera hacer 

evidente la similitud de las señales mencionadas. A partir de aquello se 

creó una gráfica del espectro predicho vs espectro real para establecer 

una comparativa y determinar si esta red neuronal es útil para la 

predicción del espectro o no.  

 

 

Diagrama de flujo del método de predicción elaborado 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Recolección 

de 

información  

Diseño del 

Procesamiento 

de datos   

Diseño para 

el proceso 

de medición 

de datos  

Diseño e 

Implementación 

de la red 

Neuronal 

Censado de 

niveles de 

potencia en 

el edificio 

Pruebas y 

ajustes de 

captura con 

el RTL & SDR 

Entrenamiento 

y Validación de 

la Red 

Neuronal 

Obtención de 

Recursos  

Predicción de 

Valores de 

Potencia 

V< - 77 

dBm 
Disponible   

No 

disponible    

Cálculo de 

disponibilidad 0 

1 



 

35 
 

Capítulo 4  

4. ANÁLISIS Y RESULTADOS 
 

En este capítulo se presentarán las gráficas obtenidas en las simulaciones en 

MATLAB, mostrando las predicciones de disponibilidad de los canales que 

comprenden la banda UHF de televisión generadas por la NARNET. En primer lugar, 

se analizó la respuesta de la red neuronal usando datos proporcionados de 3 canales, 

uno que sea canal muy variante en su disponibilidad, otro que su variabilidad de 

disponibilidad sea poco frecuente y un canal en el cual tenga disponibilidad definida 

(sea libre o ocupado), variando la cantidad de información (N) ingresada en el 

algoritmo de predicción y la función de activación de las neuronas de cada capa. En 

nuestro análisis se usarán muestras de tamaño de 100, 500, 1000 y 4500 datos.  

Esto con el fin de calibrar los parámetros de la red neuronal, para posteriormente 

proceder a realizar el análisis de disponibilidad de los datos medidos. Los valores 

finales de los parámetros de la red neuronal se establecieron en base al canal de 

mayor varianza de los datos proporcionados, y después de esto, se procedió a 

calcular la disponibilidad de los canales medidos en el interior del edificio.   

Las gráficas que serán objeto de nuestro análisis serán:  

• El performance de la red en función de las épocas.  

• La respuesta de la red en función de tiempo. 

• La salida predicha vs la salida real trabajando a lazo cerrado. 

• Disponibilidad predicha vs Disponibilidad Real. 

De igual manera, se mostrarán tablas con respecto al número de errores de la red 

neuronal vs la varianza de los datos de entrada, así como del número de errores vs 

el canal correspondiente. 
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4.1 Canal de variabilidad alta  
 

Para las siguientes pruebas, se utilizó un canal con varianza= 6.81 y la función 

de activación “purelin”, como lo podemos apreciar en la Figura 4.1. Se fue 

variando la cantidad de datos ingresados desde N=100 hasta 4500.  

 

 

Figura  0.1 Esquema de la red neuronal usando la función de activación “Purelin”. 

 

4.1.1 Funcion Purelin  

4.1.1.1  N=100 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figura  0.2 Respuesta de la red Neuronal con N= 100 y función de activación “purelin” 
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Como podemos observar en la Figura 4.2, la red necesita realizar 52 

épocas para alcanzar el “error goal” definido. La máxima distancia 

entre los valores predichos y reales es de 0.1 durante la etapa del 

entrenamiento, pero al realizar la predicción a lazo cerrado de los 

próximo 100 minutos, se puede observar que no se obtiene una 

buena estimación, obteniendo un error del 77% en el cálculo de la 

disponibilidad.  

4.1.1.2 N= 500 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

En la Figura 4.3 visualizamos que la red necesita realizar 20 épocas 

para alcanzar el “error goal” definido. La máxima distancia entre los 

valores predichos y reales es de 0.5 durante la etapa del 

entrenamiento, pero al realizar la predicción a lazo cerrado de los 

próximo 100 minutos, los valores predichos se disparan llegando a 

números de 1011, provocando un error del 93% en el cálculo de la 

disponibilidad.  

Figura  0.3 Respuesta de la red Neuronal con N= 500 y función de activación “purelin” 
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4.1.1.3 N=1000 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

En figura 4.4 se observa que la red en este caso realiza 59 épocas 

para alcanzar el “error goal” definido. La máxima distancia entre los 

valores predichos y reales es de 0.2 durante la etapa del 

entrenamiento, y al realizar la predicción a lazo cerrado de los 

próximo 100 minutos, la red vuelve a proporcionar valores mayores 

a 1, pero más pequeños a comparación del caso anterior, 

produciendo un error del 58% en el cálculo de la disponibilidad.  

Figura  0.4 Respuesta de la red Neuronal con N= 1000 y función de activación “purelin” 
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4.1.1.4 N=4500 

 

 

 

 

 

 

 

 

 

 

 

 

 

Finalmente, en la Figura 4.5 se observa que se necesitaron 52 

épocas para alcanzar el “error goal” definido. La máxima distancia 

entre los valores predichos y reales es de 0.2 durante la etapa del 

entrenamiento, y al realizar la predicción a lazo cerrado de los 

próximos 100 minutos, la red vuelve a proporcionar valores 

considerablemente grandes como cuando se le proporcionó 500 

datos, produciendo un error del 90% en el cálculo de la 

disponibilidad.  

Una vez terminada estas pruebas, se cambió la función de activación 

“purelin” por la “logsig”, como lo podemos apreciar en la figura 4.6. 

De igual manera se fue variando la cantidad de datos ingresados 

desde N=100 hasta 4500. 

 

 

 

 

Figura  0.5 Respuesta de la red Neuronal con N= 4500 y función de activación “purelin” 
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4.1.2 Funcion Logsig 

 

 

Figura  0.6 Esquema de la red neuronal usando la función de activación “logsig”. 

 

4.1.2.1 N= 100 

  

 

Figura  0.7 Respuesta de la red Neuronal con N= 100 y función de activación “logsig” 

 

En la Figura 4.7 podemos ver que la red necesita 105 épocas para 

alcanzar el “error goal” definido. La máxima distancia entre los 

valores predichos y reales es de 0.1 durante la etapa del 

entrenamiento, y después de la predicción a lazo cerrado de los 

próximos 100 minutos, se calcula la disponibilidad produciendo un 

error del 52%. 
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4.1.2.2 N= 500 

  

 

         Figura  0.8 Respuesta de la red Neuronal con N= 500 y función de activación “logsig” 

 

En la Figura 4.8, podemos observar que se necesitaron 105 épocas 

para alcanzar el “error goal” definido. La máxima distancia entre los 

valores predichos y reales es de 0.2 durante la etapa del 

entrenamiento, y después de la predicción a lazo cerrado de los 

próximos 100 minutos, se calcula la disponibilidad produciendo un 

error del 45%. 

4.1.2.3 N= 1000 

 

 

          Figura  0.9 Respuesta de la red Neuronal con N= 1000 y función de activación “logsig” 



 

42 
 

 

En la Figura 4.9, se aprecia que se necesitan 76 épocas para 

alcanzar el “error goal” definido. La máxima distancia entre los 

valores predichos y reales es de 0.1 durante la etapa del 

entrenamiento, de igual manera la predicción a lazo cerrado de los 

próximos 100 minutos, y el error del cálculo de la disponibilidad que 

para este caso es del 62%. 

 

4.1.2.4 N= 4500 

 

 

             Figura  0.10 Respuesta de la red Neuronal con N= 4500 y función de activación “logsig” 

 

En la Figura 4.10, se visualiza que la red realizó 116 épocas para 

alcanzar el “error goal” definido. La máxima distancia entre los 

valores predichos y reales vuelve a ser de 0.1 durante la etapa del 

entrenamiento, y al ejecutar la predicción a lazo cerrado de los 

próximos 100 minutos, se obtuvo un error del 54% al calcular la 

disponibilidad del canal. 

 

4.1.3 Funcion Tansig  
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Figura  0.11 Esquema de la red neuronal usando la función de activación “tansig”. 

 

4.1.3.1  N= 100 

 

 

 

 

 

 

En la Figura 4.12, visualizamos que sólo fueron necesarias 16 

épocas para alcanzar el “error goal” definido. La máxima distancia 

entre los valores predichos y reales es de 0.1 durante la etapa del 

entrenamiento, y el error del cálculo de la disponibilidad que para 

este caso es del 53% 

 

Figura  0.12 Respuesta de la red Neuronal con N= 100 y función de activación “tansig” 



 

44 
 

4.1.3.2  N= 500 

 

 

 

 

 

 

 

 

 

 

 

 

 

En la Figura 4.13, se puede ver que se necesitaron 60 épocas para 

alcanzar el “error goal” definido. La máxima distancia entre los 

valores predichos y reales es de 0.1 durante la etapa del 

entrenamiento, y el error del cálculo de la disponibilidad que para 

este caso es del 32%. 

 

Figura  0.13 Respuesta de la red Neuronal con N= 500 y función de activación “tansig” 



 

45 
 

4.1.3.3  N= 1000 

 

 

 

 

 

 

 

En la Figura 4.14, se observar que se realizaron 40 épocas para 

alcanzar el “error goal” definido. La máxima distancia entre los 

valores predichos y reales es de 0.1 durante la etapa del 

entrenamiento, y el error del cálculo de la disponibilidad que para 

este caso es del 38%. 

4.1.3.4 N= 4500 

 

 

 

 

 

 

 

 

 

Figura  0.14 Respuesta de la red Neuronal con N= 1000 y función de activación “tansig” 

Figura  0.15 Respuesta de la red Neuronal con N= 4500 y función de activación “tansig” 
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En la Figura 4.15, se observar que se realizaron 67 épocas para 

alcanzar el “error goal” definido. La máxima distancia entre los 

valores predichos y reales es de 0.3 durante la etapa del 

entrenamiento, y el error del cálculo de la disponibilidad que para 

este caso es del 49%. 

 

4.1.4 Funcion Logsig y Tansig 
 

 

 

 

 

 

 

 

 

4.1.4.1 N= 100 

 

 

Figura  0.17 Respuesta de la red Neuronal con N= 100 y las funciones “logsig”-“tansig”. 

Figura  0.16 Esquema de la red neuronal usando la función de activación “Logsig - Tansig”. 
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En la Figura 4.12 se observar que se realizaron 40 épocas para 

alcanzar el “error goal” definido. La máxima distancia entre los 

valores predichos y reales es de 0.1 durante la etapa del 

entrenamiento, y el error del cálculo de la disponibilidad que para 

este caso es del 56%, además, de observar una mayor semejanza 

entre la señal predicha y la real. 

4.1.4.2 N= 500 

 

 

 

 

 

 

 

En la Figura 4.13 se visualiza que se ejecutaron 120 épocas para 

alcanzar el “error goal” definido. La máxima distancia entre los 

valores predichos y reales es de 0.1 durante la etapa del 

entrenamiento, y el error del cálculo de la disponibilidad es del 46%. 

 

 

 

 

 

 

Figura  0.18 Respuesta de la red Neuronal con N= 500 y las funciones “logsig”-“tansig”. 
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4.1.4.3 N= 1000 

 

 

 

 

 

 

 

 

En la Figura 4.14 se visualiza que se ejecutaron 93 épocas para 

alcanzar el “error goal” definido. La máxima distancia entre los 

valores predichos y reales es de 0.1 durante la etapa del 

entrenamiento, y el error del cálculo de la disponibilidad es del 55%. 

 

4.1.4.4 N= 4500 

 

 

 

 

 

 

 

 

 Figura  0.20 Respuesta de la red Neuronal con N= 4500 y las funciones “logsig”-“tansig” 

Figura  0.19 Respuesta de la red Neuronal con N= 1000 y las funciones “logsig”-“tansig” 
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En la Figura 4.15 se visualiza que se ejecutaron 90 épocas para 

alcanzar el “error goal” definido. La máxima distancia entre los 

valores predichos y reales es de 0.2 durante la etapa del 

entrenamiento, y el error del cálculo de la disponibilidad es del 49%. 

 

4.2  Canal 9 con variabilidad media. 
 

4.2.1 Funcion Logsig y Tansig 
 

4.2.1.1 N=100 

 

 

Figura  0.21 Resultados canal 9 con N= 100 y las funciones “logsig”-“tansig” 
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4.2.1.2 N=500 

 

 

Figura  0.22 Resultados canal 9 con N= 500 y las funciones “logsig”-“tansig” 

 

4.2.1.3 N=1000 

 

 

Figura  0.23 Resultados canal 9 con N= 1000 y las funciones “logsig”-“tansig” 
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4.2.1.4 N=4500 

 

Figura  0.24 Resultados canal 9 con N= 4500 y las funciones “logsig”-“tansig”. 

Podemos observar que esta ultima grafica los resultados arrojan una 

prediccion de espectro mucho mas semejante a su comportamiento 

real, sin embargo se puede mejorar la prediccion de disponibilidad 

depurando datos aislados, sin mencionar que para canales con 

menor actividad, el error disminuiria. 

 

4.3 Canal 1 con variabilidad baja. 

4.3.1 Funcion Logsig y Tansig 

4.3.1.1 N=100 
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Figura  0.25 Resultados canal 1 con N= 100 y las funciones “logsig”-“tansig” 

 

4.3.1.2  N=500 

 

 

Figura  0.26 Resultados canal 1 con N= 500 y las funciones “logsig”-“tansig”. 

4.3.1.3 N=1000 
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Figura  0.27 Resultados canal 1 con N= 1000 y las funciones “logsig”-“tansig” 

 

4.3.1.4 N=4500 

 

 

Figura  0.28 Resultados canal 1 con N= 4500 y las funciones “logsig”-“tansig” 

Finalmente al elegir en la primera capa una función logaritmica y en 

la segunda capa una funcion tangente se puede notar que en la 

gráfica de performance con 4500 datos se obtiene un menor error en 

solo 33 épocas, el cual significa un menor procesamiento del 
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algoritmo, en la segunda gráfica de respuesta de los elementos de 

salida se evidencia una distancia muy cercana entre valores reales 

y predichos. 

4.4 Modelo de red neuronal con tres capas ocultas y funciones de activación no 

lineales. 
 

Luego de finalizado las simulaciones con las diferentes funciones de validación 

se analizaron mejores resultados con las funciones no lineales, especialmente 

la tansig.  

El paso siguiente será realizar pruebas para determinar el numero de capaz 

necesarias para que la red tenga un error mas estable. 

 

4.4.1 Modelo de tres capas ocultas con funciones de activación no lineales para                   

canal con alta varibilidad. 
 

La red que se usara tendrá como estructura tres capas ocultas como 

se muestra en la Figura 4.27 y determinando el numero de neuronas 

en cada una de estas, con 8, 4 y 2 neuronas respectivamente. 

Además se ajusto también el numero de épocas maximas para la 

red. 

 

4.4.1.1 N=200  

                                           

 
Figura  0.29 Estructura de la red con tres capas ocultas 
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Figura  0.30 Resultados canal 2 con N= 200 muestras y tres capas ocultas en la red. 

 

En estos resultados se puede observar que las graficas en el canal 

mas variante presentan una mejor aproximación del espectro y por 

ende de disponibilidad. La red esta diseñada con 200 muestras, 

obteniendo un error del 31.25%. 

4.4.2 Tres capas ocultas en la red con funciones de activación no lineales para un canal 

con variabilidad media. 
 

          

 
Figura  0.31 Estructura de la red neuronal con tres capas ocultas  



 

56 
 

4.4.2.1 N=200 

 

 

  

  
Figura  0.32 Resultados canal 9 con N= 200 muestras y tres capas ocultas en la red. 

 

La Figura 4.30 muestra los resultados del canal con variabilidad 

media obteniendo menos errores de disponibilidad por la naturaleza 

del mismo canal. 

 

4.4.3 Tres capas ocultas en la red con funciones de activación no lineales para un canal 

de variabilidad baja. 
 

 
Figura  0.33 Estructura de la red neuronal con tres capas ocultas 
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4.4.3.1 N=200 

 

  

    
Figura  0.34 Resultados canal 1 con N= 200 y tres capas ocultas en la red. 

 

En la Figura 4.32 se puede observar cero errores presentados al 

simular la red con un numero de muestras de N=200 y debido que 

este canal presentaba mayor tiempo con niveles de potencia bajos, 

el error fue muy bueno y fácil para la red predecirlo. 

 

4.5 Cálculo de porcentaje de error de los canales procesados. 
 

Una vez terminado las simulaciones con la red de tres capas ocultas, se procedió 

a elaborar la Tabla 4.1 con los canales simulados (alta, media y baja variabilidad), 

para determinar los parámetros que influyen en los errores obtenidos, la cual nos 

ayudó a determinar una tasa de variación, que fue obtenida a partir de la división 

de la varianza de datos con respecto al umbral y la varianza de los datos 

ingresados,  
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Cantidad de 
Datos 

Ingresados 

Varianza 
de la 
data  

Varianza 
con 

respecto 
umbral 

%error 
(100 
pred) 

%error 
(500 
pred) 

%error (1000 pred) 
Rate 

(Vumb/Vdata) 

Canal A 

100 2.669 231.661 0 0 0 86.79692769 

500 7.7854 277.5251 0 0 0 35.64686464 

1000 5.5896 306.905 0 0 0 54.90643338 

4500 5.6362 329.8621 0 0 0 58.5256201 

Canal B 

100 7.7899 10.3625 47 48 45 1.330248142 

500 7.6458 14.238 22 10 11 1.862198854 

1000 4.7277 5.6758 53 50 52 1.20054149 

4500 5.4527 9.0748 38 49 44 1.664276414 

Canal H 

100 5.6457 10.8704 20 42 33 1.925429973 

500 9.2613 9.5318 60 77 79 1.029207563 

1000 9.5654 19.3238 12 20 31 2.020176888 

4500 8.928 10.4034 82 21 11 1.165255376 

Canal J 

100 10.4768 22.1056 5 11 17 2.109957239 

500 8.1308 16.7646 10 21 18 2.061863531 

1000 6.0149 11.2119 14 16 22 1.864021014 

4500 7.2997 18.5062 0 1 2 2.535200077 
0-1 Tabla de resultados de prediccion en canales de disponibilidad variable. 

 

Se observó que si el valor de esta tasa de variabilidad era mayor a 2.5, nuestra 

red presenta una confiabilidad del 98%, si el valor se encuentra entre 2 y 2.5 la 

confiabilidad baja hasta un 80%, y si la tasa se acerca a 1, la confiabilidad de la 

red es del 20%. Dicho comportamiento se visualiza en la figura 4.33.  
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Figura  0.33 Tasa de Varianza vs % Error. 

 

4.6 Cálculo de disponibilidad de los canales de TV de la banda UHF  
 

Una vez terminadas las pruebas con los datos proporcionados de los canales 

proporcionados, se procedió a usar la NARNET con tres capas ocultas para la 

predicción de la disponibilidad con los datos medidos en los 3 pisos 

establecidos dentro del edificio.  Se calculará la disponibilidad de los grupos 

de canales G2 y G4 para la banda UHF de televisión que le corresponden a la 

ciudad de Guayaquil, tal como lo establece la ARCOTEL. [37]  

4.6.1 Disponibilidad Piso 1 
 

A continuación, en la Tabla 4.2 donde se especifica el canal, su 

varianza, la cantidad de valores de disponibilidad predichas, y el 

número de errores cometidos al predecir.  
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Canal Varianza_datos Varianza_Umbral Rate_Varianzas 
%error 

(100pred) 

22 0.084 18.45 217.66 0 

24 0.0874 18.5 211.662 0 

26 0.4068 19.14 47.055 0 

28 0.1201 18.65 115.34 0 

30 0.0849 18.7752 211.1761 0 

32 0.081 18.7817 231.808 0 

34 0.0913 18.7655 205.634 0 

36 0.082 18.7712 228.8618 0 

38 0.1222 18.7746 153.5994 0 

40 0.0805 18.7735 233.0858 0 

42 0.0828 18.7712 226.77 0 

44 0.0807 18.7768 232.6223 0 

46 0.082 18.7771 228.86 0 

48 0.0812 18.7759 0.9341 0 
Tabla 0-2 Resultados de la predicción hecha en el Piso 1 del edificio. 

 

4.6.2 Disponibilidad Piso 2 
 

A continuación, en la Tabla 4.2 se especifica el canal, su varianza, 

la cantidad de valores de disponibilidad predichas, y el número de 

errores cometidos al predecir.  

Canal Varianza_datos Varianza_Umbral Rate_Varianzas 
%error (100 

pred) 

22 0.0946 19.6345 207.6579 0 

24 0.1247 19.3774 155.3531 0 

26 0.2921 19.9718 68.3745 0 

28 0.2804 19.7561 70.4555 0 

30 2.6717 20.4146 7.641 0 

32 1.2164 21.2812 17.4947 0 

34 0.8338 18.7247 22.4562 0 

36 0.6981 18.6935 26.7782 0 

38 1.6383 21.8013 13.3071 1 

40 0.0905 19.7654 218.3462 0 

42 0.1043 19.8813 190.5335 0 

44 0.0892 19.848 222.4672 0 

46 0.1133 19.7337 174.1506 0 

48 0.0921 19.7833 214.8467 0 
Tabla 0-3 Resultados de la predicción hecha en el Piso 2 del edificio. 
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4.6.3 Disponibilidad Piso 3 

 

La Tabla 4.3 especifica el canal, su varianza, la cantidad de valores 

de disponibilidad predichas, y el número de errores cometidos al 

predecir.  

Canal Varianza_datos Varianza_Umbral Rate_Varianzas 
%error 

(100pred) 

22 1.9706 18.4691 9.3722 0 

24 1.1774 18.4801 15.6959 0 

26 4.6858 18.8895 4.0313 0 

28 2.0367 18.7374 9.1999 0 

30 2.0358 18.6804 9.176 1 

32 0.6144 18.6962 30.4322 0 

34 0.2173 18.5645 85.428 0 

36 0.246228 18.5551 74.6228 0 

38 5.8507 19.0843 3.2619 2 

40 0.0827 18.6341 225.4469 0 

42 0.2918 18.6394 63.8843 0 

44 0.0818 18.6458 227.915 0 

46 0.1261 18.6354 147.7388 0 

48 0.0817 18.6418 228.2092 0 

Tabla 0-2 Resultados de la predicción hecha en el Piso 3 del edificio. 

 

Por último, se procedió establecer la disponibilidad de estos canales, usando la 

mediciones obtenidas del día viernes para los tres pisos. dichas simulaciones se 

predijeron 100 minutos a partir del medio día.  Se puede observar que la red de 3 

capas ocultas acierta en el 99% de los casos.  
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Tabla 0-3 Prediccion disponibilidad Piso 1 con 100% de confiabilidad 

 

 

 

 

 

Canal Disponibilidad 

Real 

Disponibilidad 

Predicha 

22 Disponible Disponible 

24 Disponible Disponible 

26 Disponible Disponible 

28 Disponible Disponible 

30 Disponible Disponible 

32 Disponible Disponible 

34 Disponible Disponible 

36 Disponible Disponible 

38 Disponible Disponible 

40 Disponible Disponible 

42 Disponible Disponible 

44 Disponible Disponible 

46 Disponible Disponible 

48 Disponible Disponible 
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Tabla 0-4 Prediccion disponibilidad Piso 2 con 100% de confiabilidad 

 

 

 

 

 

 

Canal Disponibilidad 

Real 

Disponibilidad 

Predicha 

22 Disponible Disponible 

24 Disponible Disponible 

26 Disponible Disponible 

28 Disponible Disponible 

30 Ocupado Ocupado 

32 Ocupado Ocupado 

34 Disponible Disponible 

36 Ocupado Ocupado 

38 Disponible Disponible 

40 Disponible Disponible 

42 Disponible Disponible 

44 Disponible Disponible 

46 Disponible Disponible 

48 Disponible Disponible 
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Tabla 0-5 Prediccion disponibilidad Piso 3 con 80% de confiabilidad 

 

 

 

 

 

Canal Disponibilidad 

Real 

Disponibilidad 

Predicha 

22 Ocupado Ocupado 

24 Ocupado Ocupado 

26 Ocupado Ocupado 

28 Ocupado Ocupado 

30 Ocupado Ocupado 

32 Ocupado Ocupado 

34 Disponible Disponible 

36 Ocupado Ocupado 

38 Ocupado Ocupado 

40 Disponible Disponible 

42 Variante Disponible 

44 Disponible Disponible 

46 Disponible Disponible 

48 Disponible Disponible 
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CONCLUSIONES Y RECOMENDACIONES 

Conclusiones  
 

Una vez capturado los datos con el equipo 820T2 & SDR se pudo comprobar 

que dicho dispositivo era muy sensible a cambios repentinos como 

movimiento, procesamiento de equipos externos como la computadora con la 

que se trabaje, entre otros; debido que, constantemente presentaba paradas 

repentinas al momento de ejecución del código. Además, al analizar diferentes 

métodos de predicción, se llegó a la conclusión de que las redes neuronales 

presentan un mejor desempeño al momento de tratarse de valores de señales 

que involucren un modelo no lineal, como es el caso del espectro 

radioeléctrico. 

Uno de los puntos mas importantes que resaltar en las redes neuronales que 

se pudo constatar es que, siendo este un método de inteligencia artificial, la 

cantidad de neuronas y capas que se les otorgue en el algoritmo que lo 

constituyen serán muy contundentes al momento de obtener resultados con 

mayor precisión.  

El software MATLAB fue una herramienta de vital importancia para el proyecto, 

gracias a su diversas librerías y aplicaciones, tanto para el procesamiento de 

los datos censados, como para la implementación de un algoritmo predictivo 

mediante la elaboración de un script. Dado que la cantidad de datos 

sobrepasaban los millones; se decidió que, la mejor opción era promediar los 

valores por canal y por tiempo, de esta manera se podría trabajar de manera 

eficiente con todos los datos y proveer al algoritmo de predicción información 

completa y de señal continua en el tiempo. 

Luego de someter a diversas pruebas a la red neuronal, se llegó a la 

conclusión de que esta, es un buen método de predicción de disponibilidad 

para los canales de la banda UHF de televisión de media y baja variabilidad, 

dado que para los canales con alta variabilidad presenta errores. 
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La NARNET implementada es muy sensible a la tasa de varianza obtenida en 

el capitulo 4, ya que a medida que el valor de esta va aumentando, los errores 

en la predicción disminuyen. 

Ademas se logró comprobar que a mayor altura se contará con menos 

disponibilidad en los canales de la banda UHF de televisión; debido que los 

niveles de potencia del espectro radioeléctrico alcanzan niveles mayores en 

los pisos superiores. Dado que el equipo 820T2 & SDR tiene una ganancia 

pequeña de cinco dBm, los valores en la captura de la señal no resultarán en 

los óptimos y será necesario colocar los equipos en un lugar con mayor altura 

y con menos obstáculos para evitar pérdidas de señal por reflexión, esto se 

puede visualizar con una analogía sobre las antenas usadas para la recepción 

de la señal en un equipo de tv, como por ejemplo una antena con un rango 

menor a 13dB de ganancia es indispensable que este instalado cerca del 

repetidor de la señal, otra con un rango entre 14dB a 16dB podrían alejarse 

del repetidor pero no demasiado y tener en cuenta que no exista mayor 

obstáculo de obstruccion, por otro lado las antenas con ganancia mayor a 

16dB se pueden colocar en los exteriores alejados del repetidor sin mayor 

problema.[38]  

Por ultimo el estudio determinó que se cuenta con mayor disponibilidad en el 

piso uno para la implementación de sistemas de comunicación dentro de un 

edificio que usen técnicas de acceso dinámico al espectro como lo es OSA. 

 

 

 

 

 

 

 

 



 

67 
 

Recomendaciones  
 

Al momento de colocar los equipos en la etapa de captura de datos, recordar 

que el equipo 820T2 & SDR tiene una ganancia pequeña de cinco dBm, los 

valores en la captura de la señal no resultarán en los óptimos y será necesario 

colocar los equipos en un lugar con mayor altura y con menos obstáculos para 

evitar pérdidas de señal por reflexión. Por otro lado es recomendable colocar 

los ordenadores portátiles y los RTL en un ambiente climatizado, debido a que 

el tiempo al cual estarán expuestos a trabajar es considerablemente largo, y 

así evitar que la temperatura de los equipos aumente significativamente y su 

desempeño se vea afectado.  

Se debe tener presente que existen varios metodos de predicción, pero es 

recomendable primero analizar qué tipo de información se necesita predecir y 

de esta manera elegir un tipo de algoritmo que se adapte mejor a los datos 

para obtener mejores resultados. 

Para un diseño mas minuicioso de la red neuronal, se puede hacer uso de las 

herramientas que nos brindan el software libre como lo es Python, dado que 

el sotfware MATLAB brinda un script basado en funciones donde muchos 

parámetros de la red no puede ser configurados fácilmente.  

  

Para mejorar la efectividad de la predicción del espectro radioélectrico, se 

recomienda añadir más señales de entrada que los niveles de potencia de 

cada canal, así como un procesamiento de datos más exhaustivo, 

considerando el piso de ruido de cada canal.  

 

Por ultimo procurar ingresar data normalizada al algoritmo de predicción; dado 

que la NARNET alcanza un mejor desempeño de esta manera. 
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ANEXOS 

 

 

Anexo 1 Gráficas “%error vs #muestras” del canal 1 de los datos proporcionados. 
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Anexo 2 Gráficas “%error vs #muestras” del canal 2 de los datos proporcionados. 

 

 

 

Anexo 3 Gráficas “%error vs #muestras” del canal 9 de los datos proporcionados 
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Anexo 4 Espectro medido en el piso 1. 
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Anexo 5 Espectro medido en el piso 2. 

 

 

 

 

 



 

76 
 

 

Anexo 6 Espectro medido en el piso 3 
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Anexo 7 Monitoreo equipos durante la captura de datos 

 

 

Anexo 8 Espectro visualizado en el piso 2 del edificio 
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Anexo 9 Visualizacion del equipo durante la captura de datos de potencia 

 

 

Anexo 10 Verificacion de los datos capturados con el analizador de espectro. 

 


