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RESUMEN

La situacion actual que atraviesa nuestro pais en cuanto a inseguridad es uno de los problemas
més criticos, especialmente en los servicios de transporte. Este proyecto tiene como objetivo
implementar un sistema de seguridad vehicular auténomo, capaz de detectar situaciones de robos
a mano armada o intimidacién verbal, con el fin de generar y enviar alertas en tiempo real a
las autoridades para su intervenciéon oportuna. El desarrollo del proyecto incluy6 el uso de la
metodologia CAPDA desde la captura de sus datos, hasta la generacién de alertas accion final,
esto basado en el entrenamiento de modelos de inteligencia artificial para su correcta detecciéon
y clasificacién. Se integrd el microcontrolador ESP32-CAM y ESP32 para el uso de la camara
incorporada en la captura de imagenes y la integracion de los modulos de micréfono y GPS
para la obtenci6on de datos complementarios. Ademaés, las pruebas de precision y exactitud de
los modelos fueron favorables en términos de recursos y tiempos de inferencia. Los resultados
mostraron el correcto envio de datos procesados junto con mensajes automatizados al chat de
Telegram, manteniendo una minima cantidad de falsos positivos. Su disefio auténomo permite que
las alertas se generen y envien sin intervencién manual, mejorando la capacidad de respuesta por

parte de las autoridades.

Palabras Clave: Seguridad vehicular, sistema auténomo, inteligencia artificial, ESP32-CAM,

ESP32, CAPDA.



ABSTRACT

The current security situation in our country is one of the most critical problems, especially
in transportation services. This project aims to implement an autonomous vehicle security system
capable of detecting armed robbery or verbal intimidation, in order to generate and send real-time
alerts to authorities for timely intervention. Project development included the use of the CAPDA
methodology from data capture to the generation of final action alerts, based on the training of
artificial intelligence models for correct detection and classification. The ESP32-CAM and ESP32
microcontrollers were integrated to use the built-in camera for image capture, and microphone and
GPS modules were integrated to obtain complementary data. Furthermore, precision and accuracy
tests of the models were favorable in terms of resources and inference times. The results showed the
correct sending of processed data along with automated messages to the Telegram chat, keeping
false positives to a minimum. Its autonomous design allows alerts to be generated and sent without

manual intervention, improving the response capacity of authorities.

Keywords: Vehicle safety, autonomous system, artificial intelligence, ESP32-CAM, ESP32,
CAPDA.
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CAPITULO 1

1. INTRODUCCION

Actualmente, Ecuador atraviesa una de las peores crisis de inseguridad de las dltimas décadas,
afectando a varios ciudadanos en sus actividades cotidianas. Segiin datos oficiales, en 2023 se
registraron 7.878 muertes violentas, lo que corresponde a una tasa de 46,5 homicidios intencionales
por cada 100.000 habitantes, consolidando al pais como uno de los més inseguros del continente
(Montalvo, 2023). En este contexto de inseguridad, se ha visto afectado directamente el transporte
publico y privado, evidenciando que las aplicaciones méviles, tales como, Uber, Didi, Indrive, entre
otras, utilizadas para el servicio de transporte presentan vulnerabilidades que comprometen la
seguridad de los usuarios durante su movilizacion. La Brigada Anticriminal (BAC) de la Policia
Nacional registra 364 denuncias de robos a taxistas en 2023 en la Zona 8, entre ellos 334 conductores
sin aplicacion. Al menos 30 casos corresponden a taxistas informales y usuarios de aplicaciones
de transporte. De ellos, 15 denuncias estan relacionadas con conductores asaltados mediante la
aplicacion InDrive, 13 con Uber y 2 con Didi (Primicias, 2023).

En el contexto de seguridad vehicular, la implementacién de un sistema antirrobo es considerado
de suma importancia para poder disminuir incidentes delictivos, por lo tanto, se espera que, en caso
de que durante la movilizacién del vehiculo con pasajeros se presente una situaciéon de riesgo, como
un robo a mano armada, el sistema antirrobo emita una llamada de alerta informando la situacién
(Rojas et al., 2017). Con el objetivo de mejorar la seguridad de transporte, la Agencia Nacional de
Tréansito del Ecuador (ANT) implement6 el plan Transporte Seguro desde el ano 2013 en todas las
unidades de transporte piiblico inscritas en su base de datos. La coordinacién operativa quedo a
cargo del ECU 911. En un inicio, los conductores de buses y taxis, afirmaron que lograron recuperar
los niveles de confianza en la ciudadania que utilizaba este servicio, lo que evidentemente redundé
en el mejoramiento de sus ingresos econémicos. Sin embargo, con el tiempo se evidenciaron falencias
en el funcionamiento y atencién de emergencias, asegurando que aunque los delitos fueron grabados,
no se logro responder oportunamente (Corrales Barragan, 2020).

Este proyecto consiste en mejorar el nivel de respuesta automatizada ante un incidente delictivo,
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integrando tecnologias IoT e inteligencia artificial para el reconocimiento de armas blancas y voz,
asegurando el envio de datos automatico a un bot de telegram, donde se recibira los datos del
vehiculo previamente registrado en tiempo real, incluyendo imagenes donde se pueda observar al
agresor y coordenadas GPS con actualizaciones constantes. De este modo, se pretende mejorar la
seguridad vehicular al incorporar caAmaras y micréfono con sistema de anélisis inteligente asistido
por computadora capaces de detectar comportamientos sospechosos sin necesidad de intervenciéon
manual, permitiendo operar de manera discreta y oportuna.

Como resultado, se espera que las autoridades puedan operar de manera eficiente gracias a
las evidencias recolectadas durante el incidente, las cuales servirAn como prueba para el inicio
de las investigaciones pertinentes, facilitando la identificacién y captura de los responsables. De
esta manera, se busca garantizar la seguridad de los usuarios que utilizan medios de transporte

convencionales o por aplicaciones moviles.

1.1. Descripcién del problema

La inseguridad en Ecuador, es un problema emergente en la actualidad. Segin datos proporcionados
por el Ministerio de Transporte y compartidos por Napoleén Cabrera, presidente de la Confederacion
de Transporte Terrestre del Ecuador, existen 25 rutas viales catalogadas como zonas criticas en
cuanto a seguridad. Estas vias, en un 90 % se dirigen hacia la costa del pais, especialmente hacia
Guayas, Manabi, Los Rios, El Oro y Santo Domingo, donde se concentran los mayores niveles de
criminalidad (Directo, 2025).

Ante esta situacion, se han implementado iniciativas para fortalecer la seguridad en vehiculos
con el uso de camaras y botones de pénico con grabacion las 24 horas del dia, con el fin de brindar
seguridad a los usuarios y conductores. El proyecto Transporte Seguro se ejecuto entre el ano 2016 y
2018 en la ciudad de Quito, el cual pretendia aumentar la confianza en la movilizacién, sin embargo,
el funcionamiento a largo plazo no fue el esperado debido a que el sistema presentd errores en la
comunicacion y coordinacion con la atencion de emergencias (Corrales Barragan, 2020). Entre los
factores que afectaron la deficiencia en el sistema de seguridad estan, las fallas en la comunicacion
con los servicios de emergencia, limitaciones presupuestarias del Estado, falta de actualizacion e
innovacion tecnologica, altos costos de conectividad y mantenimiento (Corrales Barragan, 2020).

Muchos de estos sistemas de videovigilancia operan de forma aislada, sin conexion al ECU 911.
Los dirigentes del transporte urbano se encuentran a la espera de formar parte del proceso Transporte
Seguro, aunque algunas unidades cuentan con cédmaras, incluyendo un taller de instalacion y
mantenimiento permanente, desde 2019 no reciben asistencia por parte de este centro de control

(Diario Correo, 2022).
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Por otro lado, la falta de soluciones para el monitoreo en tiempo real representa limitaciones
significativas en la gestién de flotas, logistica y seguridad vehicular. Las soluciones existentes en el
mercado suelen ser costosas, dificil de implementar y no cuentan con fuente de energia sostenible.
Ademas, la ausencia de un sistema que brinde geolocalizacién precisa mediante GPS ha generado
una importante brecha en el seguimiento del incidente en tiempo real por parte de las autoridades
(Lainez Apolinario & Navarrete Buste, 2024).

Basado en este contexto, nuestro trabajo se enfoca en la mejora de recopilacién de datos
necesarios durante un asalto a mano armada dentro del vehiculo, automatizando el envio de
evidencias mediante la implementacion de tecnologias [oT e inteligencia artificial, buscando resolver

los retos existentes en la intervencién inmediata ante estas situaciones.

1.2. Justificacién del problema

La seguridad en los vehiculos no es un problema reciente, ya que anteriormente se han
implementado sistemas de monitoreo mediante cadmaras con un botén de péanico, el cual tuvo
limitaciones importantes de comunicacién con los servicios de emergencia, dificultando una respuesta
oportuna (Corrales Barragan, 2020). Con el fin superar estas deficiencias, se plantea integrar nuevas
tecnologias al sistema de monitoreo, permitiendo automatizar y precisar datos relevantes para el
aumento de confianza en los usuarios.

El incremento de asaltos a mano armada dentro de vehiculos, crea la necesidad de implementar
sistemas seguridad que permita alertar a las autoridades en tiempo real, con la recopilacién de
evidencia de forma automatizada. La integraciéon de nuevas tecnologias, como la inteligencia artificial
(IA) y el internet de las cosas (IoT) representa una evolucion en la actualidad frente a las soluciones
tradicionales. Este consiste en el uso de una cadmara como medio de visualizacién para la deteccién
de objetos peligrosos como armas blancas, y un micréfono para el reconocimiento de palabras o
frases amenazantes, junto con la transmisiéon inmediata de evidencia visual y geolocalizacion del
vechiculo. Para garantizar un respuesta rapida y eficiente, nuestro proyecto emplea un modelo de
aprendizaje automaético previamente entrenado, el cual permite la clasificacion de imagenes y audio
en tiempo real con alta precision, capaz de emitir alertas con menor tiempo de latencia.

Ademas de automatizar la recopilacion de evidencia en tiempo real, esta solucién busca mejorar
la eficiencia en la toma de decisiones e intervencion de las entidades responsables de la seguridad. Su
implementacién representa un impacto comercial de alto potencial debido a su avance tecnolégico
priorizando la seguridad emergente, siendo este sistema innovador en el mercado, llevando una
ventaja significativa respecto a los sistemas tradicionales de seguridad vehicular en Ecuador. Con

esta relacion, las cooperativas podrén reforzar su reputacion atrayendo mas cliente y minimizando
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el riesgo de robos, convirtiéndose en una inversion estratégica viable y sostenible.

1.3. Objetivos

Objetivo general
Implementar un sistema de seguridad vehicular inteligente capaz de detectar situaciones de
riesgo en tiempo real mediante tecnologia IoT e inteligencia artificial con el fin de generar alertas

automaticas y facilitar la intervencion inmediata de las autoridades.

Objetivos especificos

= Desarrollar un sistema de deteccién en tiempo real de armas blancas capaz de capturar y
enviar imégenes a un servidor de procesamiento basado en IA y que ante la deteccién de un
incidente, envie automaticamente evidencia visual, datos y ubicacién del vehiculo a un bot de

Telegram monitoreado por las autoridades.

= Desarrollar un sistema de deteccion de frases amenazantes en tiempo real, enviando los audios
captados a un servidor de procesamiento basado en IA y que ante la deteccion de una amenaza,
envie automaticamente una alerta con los datos del vehiculo, ubicacién y evidencia visual a

un bot de Telegram monitoreado por las autoridades.

» Disenar un sistema basado en eventos que, ante un posible acto delictivo, envie autométicamente
informacion del vehiculo, tales como ubicacién en tiempo real (coordenadas GPS), placa,
modelo, ano, propietario y antecedentes, con el fin de facilitar una intervencién oportuna e

inmediata de las autoridades.

1.4. Alcance

El sistema de seguridad vehicular contempla una solucién orientada principalmente a vehiculos de
transporte puablico o privado, como taxis o servicios por aplicacion (Uber, InDriver), en el contexto
de la creciente inseguridad en el territorio ecuatoriano.

El sistema esta disenado para operar de forma auténoma, dado que, en situaciones de peligro,
el conductor no debe verse obligado a realizar acciones que puedan poner en riesgo su integridad.
Por esta razén, no se requiere intervencién humana en los procesos que ejecuta el sistema.

El servidor de procesamiento basado en IA analizara los datos recopilados por el microcontrolador
y, en caso de detectar objetos peligrosos (como armas blancas) o frases asociadas a situaciones
delictivas, se generard una alerta automaética. Esta alerta incluird datos relevantes del vehiculo
(propietario, modelo, marca y color), asi como iméagenes y audios de voz, que seran enviadas a la

plataforma de Telegram para notificar a las autoridades correspondientes.
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1.5. Limitaciones

Este proyecto presenta varias limitaciones tanto a nivel tecnolégico como operativo. Una de las
principales es la capacidad de procesamiento limitada de los microcontroladores como la ESP32-
CAM, los cuales no cuentan con los recursos suficientes para ejecutar modelos de inteligencia
artificial necesarios para el funcionamiento del sistema. Por esta razon, se opté por delegar el
procesamiento de imagenes y audio a un servidor de procesamiento de imagenes y audios, que
dispone de las librerias y la capacidad computacional requeridas para llevar a cabo dichas tareas.

Otra limitante es la dependencia directa de la conectividad a internet o diferentes métodos
para comunicarse con el servidor , ya que la transmisién de datos desde el microcontrolador es
fundamental para el anélisis y la toma de decisiones. En zonas con baja cobertura o inestabilidad
en la conexioén, esto podria ocasionar retrasos en los procesos de deteccién y notificacion.

Una de las funcionalidades del sistema se basa en detectar solo objetos que se asemejen a armas
blancas, por lo que no es capaz de diferenciar con certeza entre armas reales o réplicas fabricadas
con plastico o goma. Esto puede generar falsos positivos, haciendo que el sistema detecte objetos
similares como utileria o juguetes.

La deteccion de lenguaje ofensivo se ve limitada por la jerga y modismo del Ecuador. Muchas
expresiones pueden sonar agresivas, pero no lo son para diversos grupos sociales. El uso irénico o
ambiguo del lenguaje puede generar errores en el modelo entrenado para su detecciéon y analisis.

Finalmente, aunque el sistema esté disenado para enviar alertas automaéticas de forma inmediata,
la respuesta efectiva ante dichas alertas dependerd de actores externos, como las autoridades
competentes. Es decir, el sistema no tiene control sobre la actuacién posterior de las instituciones

receptoras de la informacion.

1.6. Estado de Arte

En los tultimos anos, el desarrollo de sistemas de seguridad vehicular han evolucionado
integrando tecnologias inteligentes capaces de anticipar, detectar y reaccionar ante catastrofes.Esta
transformacion es posible gracias al avance del IoT e TA. (Goyal et al., 2022).

Los sistemas de seguridad actuales cuya funcién en seguridad para transporte publico y privado
como localizacion GPS, sensores, botones de panico son grandes avances de la tecnologia (Crisgar
et al., 2021). No obstante, muchos de estos mecanismos requieren intervenciéon humana para activar
funciones criticas o enviar alertas, lo cual representa una limitacién importante en situaciones en
las que el conductor se encuentra bajo amenaza directa. Debido a esta restriccion, el desarrollo
de sistemas auténomos, que no dependan de la accién humana para operar, se vuelve esencial

en contextos donde la seguridad estd comprometida. Dentro de la deteccién de objetos existen
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diversos modelos o herramientas web que han demostrado gran eficacia en la identificaciéon en
tiempo real, permitiendo entrenar de forma personalizada el reconocimiento de imégenes de manera
sencilla, (Chitravanshi et al., 2024). Por otro lado, el reconocimiento de voz y el procesamiento
de lenguaje natural (NLP) ha sido aplicado para la deteccion de agresiones verbales y amenazas,
(Garcia Torres et al., 2020). Modelos como Whisper, desarrollados por OpenAl, permiten transcribir
audio a texto con alta precision, lo que posibilita aplicar analisis semanticos sobre el contenido
utilizando herramientas como NLTK o Transformers. Estas tecnologias pueden identificar frases o
palabras clave relacionadas con violencia, insultos o lenguaje agresivo, (Jemai et al., 2021).

En cuanto a la seguridad con IoT en los vehiculos, se han desarrollado microcontroladores capaces
de interactuar con cédmaras, microfono o sensores para recopilar informacion relevante desde el
vehiculo.Estos dispositivos, debido a su bajo consumo energético y reducido costo, son ideales para
este tipo de sistemas. Sin embargo, su capacidad limitada de procesamiento ha llevado al uso de un
servidor externo de procesamiento para ejecutar tareas més exigentes, como el analisis de imagenes,
la transcripcién de voz y la clasificacion semantica de frases. Esta arquitectura distribuida permite
mantener la funcionalidad del sistema sin comprometer su autonomia ni su velocidad de respuesta,

(Husni & Hasibuan, 2018).

1.7. Marco tedrico
Internet de las Cosas (IoT)

El Internet de las Cosas ha sido definido como la conexién global de dispositivos electrénicos que
estan embebidos con diversos tipos de sensores que permiten recopilar y transmitir datos a través
de redes. (Salama et al., 2023).

En el ambito de la seguridad vehicular, el IoT permite el desarrollo de sistemas automatizados
capaces de monitorear el entorno, generando alertas con poca o nula intervenciéon humana, (Goyal

et al., 2022).

Inteligencia artificial (IA)

La inteligencia artificial es un campo centrado en la creacién de méquinas capaces de imitar
comportamientos humanos como actuar, razonar y tomar decisiones, (Kumar, 2013a).

Dentro de la TA, se encuentra el aprendizaje automéatico (machine learning) que permite que un
sistema pueda aprender a través de la experiencia, (Alpaydin, 2021). Es decir, algoritmos capaces
de identificar patrones en grandes volumenes de datos. En este proyecto, esta tecnologia se utiliza

para distinguir entre frases agresivas y no agresivas, ademas para la clasificacién de imégenes.
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Vision por computadora y Deteccion de objetos

La visién por computadora y la deteccion de objetos permiten que un sistema interprete y
comprenda imégenes o secuencias de video, simulando la percepcion visual humana, (Zhao et al.,
2019). Existen diversas soluciones para identificar y segmentar objetos. Una de ellas es Teachable
Machine, una herramienta desarrollada por Google que permite entrenar modelos personalizados
de clasificacion de imégenes directamente en la web y exportarlos para su integracién en el entorno

deseado, (Google, 2019).

Procesamiento del lenguaje natural (NLP)

El procesamiento del lenguaje natural (NLP, por sus siglas en inglés) es una rama de las ciencias
computacionales enfocada en la interaccién entre las méquinas y el lenguaje humano. Combina
aprendizaje automaético, estadistica y lingiiistica para analizar estructuras léxicas con el fin de

detectar sentimientos, intenciones, generar texto, entre otros (Kumar, 2013b).

Automatizacion de envio de alertas

La automatizacion de alertas es un proceso mediante el cual un sistema detecta una anomalia
y, sin intervencién humana, genera una respuesta. Esta puede ser informativa —como el valor de
humedad de un sensor— o puede activar una funciéon, como encender una bomba si la humedad lo

requiere. (Valinejadshoubi et al., 2021).

Seguridad y Privacidad

La recopilacion, procesamiento y transmision de datos como imagenes, audios o informacion
personal plantea desafios importantes en términos de seguridad y privacidad. A nivel técnico, la
seguridad implica el uso de medidas como cifrado, autenticacién y control de acceso. En el ambito
legal, existen normativas como el Reglamento a Ley Organica de Proteccién de Datos Personales
que establecen principios para el tratamiento licito de la informacion, incluyendo la proteccion del
almacenamiento,el derecho de acceso o eliminacion por parte del titular de los datos, (Parlamento,

2016).

Pandas

Pandas es una biblioteca de c6digo abierto de Python que sirve para analizar y manipular datos.
Su estructura permite trabajar con datos de tabla para la filtraciéon, agrupacion, eliminaciéon de
valores nulos, comtinmente usados desde archivo como CSV, Excel, SQL, JSONetc, (McKinney

et al., 2011).
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UDP

User Datagram Protocol (UDP) es un protocolo de comunicacion sin conexion para transportar
paquetes a través de redes. Es usado por su velocidad y eficiencia en aplicaciones donde la latencia

es critica, como audios o videos en tiempo real, (AL-Dhief et al., 2018).

HTTPS/TLS

Hypertect Transfer Protocol Secure (HTTPS) es una version segura de HTTP combinando
con tecnologia TLS (Transport Layer Security)/SSL (Secure Socket Layer); toda la informacion
es cifrada y protegida contra accesos no autorizados. Aunque sean interceptados por un tercero, no

podra manipularlos sin la clave de cifrado, (Fielding et al., 2022).

JWT

JWT (JSON Web Token) es un estandar que define un formato seguro para la transmision de
informacion entre partes como un objeto JSON. Estos datos estédn firmados digitalmente mediante

tokens, lo que garantiza su autenticidad, (Jones et al., 2015).

Teachable Machine

Teachable Machine es una herramienta creada por Google cuya funcionalidad es crear modelos
de aprendizaje automéatico de manera agil y sencilla. Funciona bajo aprendizaje por transferencia,
donde se utilizan modelos previamente entrenados y se ajustan a tareas mediante carga de datos

personalizados como iméagenes, (Machine, 2024).

Tensorflow

TensorFlow es un framework desarrollado por Google para el desarrollo y ejecucién de modelos
de aprendizaje automatico. Tiene varias aplicaciones como visién por computadora, procesamiento

de lenguaje natural, entre otros, (TensorFlow Developers, 2025).

YOLOv5

YOLOvVS5 es un modelo de deteccion de objetos en tiempo real basado en redes neuronales.
Su arquitectura permite analizar una imagen completa de manera extremadamente rapida,
recomendada para vigilancia, conteo de personas o vehiculos, seguridad, entre otros, (Jani et al.,

2023).

20



Matriz de confusiéon

Permite visualizar y evaluar el desempeno de un modelo entrenado mediante una tabla la

precision obtenida por cada clase, respecto a su clasificacion correcta e incorrecta. (Google, 2019).

Epoca

Se define cuando el modelo de preparacion ha procesado todas las muestras del conjunto de datos
de preparacion una vez, se dice que se ha completado una época. (Google, 2019).
Mediciéon de rendimiento

Son herramientas visuales donde se evaltia el comportamiento del modelo entrenado bajo

diferentes condiciones:

s Curva de precision frente al umbral de confianza: Permite identificar el punto 6ptimo
de operacion, es decir, el equilibrio entre minimizar los posibles falsos positivos y mantener

un buen nivel de deteccion.

= Precision y pérdida por época: Se refiere a la mejora progresiva del modelo y su reducciéon

de errores segin el entrenamiento.

= Recall: Es una métrica que mide la capacidad del modelo para identificar correctamente las

instancias relevantes.

= Fl-score: Es una métrica que combina la precisiéon y recall, donde existe un desbalance entre

clases.

Whisper TA

Whisper es un modelo de inteligencia artificial desarrollado por OpenAl para la transcripcién
automatica de audio a texto. Este modelo cubre un gran volumen de datos de audio multilingiie ,
lo que le permite reconocer y transcribir en diferentes idiomas, ademas de tener diferentes versiones

segun el requerimiento de recursos y precision, (Spiller et al., 2023).

Vosk

Vosk es una libreria de cédigo abierto para el reconocimiento de voz desarrollada por Alpha
Cephei que permite convertir audio en texto en tiempo real. Incluye modelos preentrenados que

mejoran la precision incluso en presencia de ruido o acentos, (Soni, 2025).
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Scikit-Learn

Scikit-learn es una biblioteca de coédigo abierto para aprendizaje automéatico en Python.
Proporciona herramientas para clasificacion, regresion, validacién cruzada, utilizando algoritmos
como SVM,regresion logistica, entre otros. Es utilizado por su facilidad de uso y su facil integracion
con otras bibliotecas como Numpy y pandas, que son eficaces para analizar datos, predecir

tendencias, segmentar clientes, detectar anomalias, etc., (Kramer, 2016).

RoBERTa

RoBERTa (Robustly Optimized BERT Approach) es un modelo de lenguaje desarrollado
por Facebook Al. Esta basado en la arquitectura de transformer que ha revolucionado el NPL
(procesamiento de lenguaje natural) gracias al mecanismo de atencion y auto-atencion, que permite

que el modelo entienda el contexto de cada palabra segun la oracion, (Pavlov & Mirceva, 2022)

Flask

Flask es un microframework para Python que permite desarrollar aplicaciones web de manera
sencilla y rapida. A pesar de no tener una estructura rigida, es altamente escalable, ademas de
que incluye un servidor de desarrollo y es flexible con bibliotecas externas como base de datos,

autenticacion y APIs, (Flask, 2010).

INMP441

Es un modulo de micréfono omnidireccional de interfaz 12S MEMS (Sistemas Microelectromecanicos),
utilizado para capturar audio digital de bajo consumo, (Shin, 2020).
ESP32+ESP32CAM

El ESP32 es un microcontrolador de buen rendimiento que cuenta con conectividad Wi-Fi y
Bluetooth integrada, tiene soporte para interfaces como 125,12C, UART, lo que lo hace efectivo

para proyectos IoT y sistemas embebidos, (Hercog et al., 2023).

NEO6m + ANT-555

El NEO6m es un moédulo GPS de alto rendimiento que proporciona datos de localizacién en
tiempo real. El médulo se comunica por UART y entrega mensajes que contienen informacién como

latitud, altitud, longitud, cantidad de satélites,entre otros, (Moumen et al., 2023).
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Telegram Bot

Telegram es una aplicacion de mensajerfa instantdnea que permite la comunicaciéon de usuarios
de forma rapida y segura. Los bots son pequenas aplicaciones que se ejecutan completamente dentro
de la aplicacion Telegram. Permiten a los usuarios interactuar con los bots a través de interfaces

flexibles que pueden soportar cualquier tipo de tarea o servicio. (Telegram, 2025).

Node-Red

Node-Red es una herramienta de desarrollo basada en web para la programacion de flujos de
datos. Fue desarrollada por IBM y permite conectar dispositivos, APIs o servicios mediante un

sistema de nodos, (Medina-Pérez et al., 2021).

Metodologia CAPDA

Describe un flujo logico para el funcionamiento de proyectos que integran IoT e Inteligencia
Artificial. Aunque el término CAPDA no corresponde a un estandar técnico oficial reconocido por
organismos como IEEE, ISO o ACM, su estructura deriva directamente de modelos ampliamente
documentados en la literatura cientifica sobre IoT, sistemas ciberfisicos (CPS) y arquitecturas event-

driven.

CAPDA
—_
‘ 888 H pad }~ 'Ry
Captura Almac iento Pro i Distribucién Actuacién
Sensores loT Borde/Nube Modelos 1A Decision Accion/Alerta

Figura 1.1: Metodologia CAPDA

Algunos modelos equivalentes se encuentran en distintas fuentes académicas y técnicas, (Gubbi
et al., 2013) describen un flujo para IoT compuesto por Data Acquisition, Data Transmission, Data
Analysis, Decision Making y Actuation, que coincide funcionalmente con CAPDA.

En el ambito de CPS, (Lee, 2008) presenta una arquitectura en capas formada por Perception
Layer, Network Layer, Processing Layer y Application Layer, que sigue la misma logica de captura,
analisis y accion.

En consecuencia, aunque CAPDA no sea un modelo estandarizado, es una adaptacion ttil para

describir el ciclo de operacion de sistemas inteligentes con IoT e TA.
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Teoria de colas FIFO

Es un sistema de espera con c servidores, donde los tiempos entre arribos y de servicio tienen
distribucién exponencial, la fuente y capacidad del sistema son infinitas, y la disciplina de servicio

es, el primero que llega es el primero que se atiende. (Peraza Siqueiros, 2006)
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CAPITULO 2

2. METODOLOGIA

La metodologia del proyecto se inspira en modelos sistemas ciberfisicos y adaptada a IoT
+ TA, conocido como CAPDA para el desarrollo de un sistema auténomo e inteligente de
seguridad vehicular. Para ello, se utilizé6 un microcontrolador ESP32-CAM, equipado con una bateria
recargable que permite su operaciéon independiente del vehiculo, un médulo GPS para la obtencién
de coordenadas en tiempo real y un micréfono digital para la captura de audio ambiental.

El desarrollo metodologico se basa en tres fases principales:

1. Captura de datos.

2. Procesamiento y proteccion.

3. Alertas automatizadas.

El detalle del funcionamiento técnico y flujo de datos se presenta en el capitulo 3 correspondiente

al diseno e implementacién del sistema.

2.1. Metodologia para el diseno
Comparaciéon de modelos para transcripcion de voz

Para la transcripciéon de audio, se evaluaron dos modelos de cédigo abierto: Whisper, desarrollado

por OpenAl, y Vosk una solucion ligera para dispositivo de bajo consumo.
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Meétrica WhisperAl | Vosk
Tasa de error 6-8 % 10-20 %
Requerimientos de RAM 5 GB 100 MB
Velocidad de inferencia 12 s 14s
Tamano del modelo 1.4 GB 50 MB
Idiomas soportados 95 20

Tabla 2.1: Comparativa de caracteristicas entre WhisperAl y Vosk

En la tabla 2.1 se pueden observar sus comparativas técnicas en donde Whisper destaca por
su amplia precisiéon de transcripcion, a pesar de estar en ambientes ruidosos. Este modelo se puede
usar en diferentes tamanos, por lo que se seleccioné la version medium por su soporte nativo al
espaifiol y su capacidad de manejar audios complejos. Por otro lado, Vosk ofrece una implementacion
ligera, rapida y facil de integrar. Sin embargo, la precision en la transcripcion de frases en espanol,
ademaés en presencia de ruido, fue relativamente menor al otro modelo utilizado. Esto representa
una gran desventaja en causar falsos positivos o negativos al momento del analisis que necesita una

interpretacion correcta ante posibles amenazas verbales.

Parametros definidos en ambas herramientas de transcripcién de voz

Para la evaluacién de las herramientas de transcripcion de audio, se definieron varios parametros
de prueba que nos ayudaron a elegir el més 6ptimo para el sistema. En este caso, usaremos varios
audios con diferentes duraciones para observar la variacion en el tiempo de respuesta. Ademés, se

registro el consumo de RAM durante la ejecucion, considerando los recursos necesarios.

Duracién | Tiempo | RAM | N° palabras | % correcto
15 16.52 s | 3.24 GB 21 99 %
20 15.59 s | 3.21 GB 20 97 %
30 20.25s | 3.28 GB 39 98 %
40 24.26s | 3.12 GB 63 98 %
50 2751s | 3.48 GB 87 95 %

Tabla 2.2: Parametros de WhisperAl

En la tabla 2.2 se evidencia la alta precisién alcanzada por Whisper en la transcripcion de voz.
Si bien el tiempo de respuesta y el consumo de memoria RAM resultan relativamente elevados,
el modelo mantiene un rendimiento eficaz y adecuado para los objetivos planteados en nuestro

proyecto.
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Duraciéon | Tiempo | RAM | N° palabras | % correcto
15 1.25ss | 0.25 GB 21 80.95 %
20 1.20s | 0.22 GB 20 80.00 %
30 1.9s 0.21 GB 39 76.92 %
40 236s | 0.23 GB 61 80.33 %
50 3.17s | 0.23 GB 82 77.73%

Tabla 2.3: Parametros de Vosk

En la tabla 2.3 se presentan los resultados obtenidos con el modelo Vosk. Aunque el tiempo de
respuesta y el consumo de memoria RAM son considerablemente bajos, lo que lo convierte en una
alternativa ligera y eficiente en términos de recursos, el porcentaje de acierto en la transcripcién no
alcanza un nivel suficientemente alto como para ser considerado viable dentro de los requerimientos

de nuestro proyecto.

Comparaciéon de modelos para la deteccion de objetos

Para la detecciéon de objetos, se evaluaron dos modelos de inteligencia artificial: Teachable
Machine, herramienta desarrollada por Google para el entrenamiento de un modelo basado en
TensorFlow y YOLOv) creado en el afio 2016. El objetivo es identificar el modelo mas eficiente en
términos de precision, velocidad y usabilidad en aplicaciones de la vida real, utilizando pardmetros

similares para su comparacion.

Métrica TensorFlow YOLOvVS5
Precision (arma) 100 % 98.5 %
Sensibilidad (Recall) 98.67 % 98.5%
Entrenamiento (min) 10 45
Inferencia (ms/img) 110 400
Tamafio modelo (MB) 2.33 26.8
Formato Keras (.h5) Pytorch (.onnx)
e\rfteizgf;?eieo Répida con CPU Répida con GPU

Tabla 2.4: Comparativa entre modelos de TA para deteccion de armas blancas

Basado en la comparacién presentada, ambos modelos ofrecen ventajas particulares segin
el contexto de aplicacion. Teachable Machine, se caracteriza por su facilidad de uso, precision,

bajo consumo de recursos computacionales e integraciéon directa con TensorFlow, ideal para el
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procesamiento de sus datos, donde no se necesita la deteccién precisa de la ubicaciéon del arma,
ofreciendo ventajas en términos de rapidez, portabilidad y bajo consumo de recursos. Durante las
pruebas realizadas, este enfoque ofrecié un tiempo de inferencia promedio de 110 ms por imagen y
una precision aceptable en condiciones controladas.

Por su lado, YOLOV5 ofrece escalabilidad y capacidad de deteccién en tiempo real dependiendo
del nivel de procesamiento, disefiada para la detecciéon precisa de objetos mediante bouding boxes,
logré identificar correctamente la ubicacién del arma blanca, incluso en escenarios con iluminacién
variable, aunque con un tiempo de inferencia promedio de 400 ms por imagen, ocasionando un
mayor consumo de recursos.

Ambos modelos tiene la capacidad de la deteccion y clasificacion de imégenes con diferentes
niveles de complejidad segin los objetivos especificos del proyecto.

En la tabla 2.4, se puede observar una similitud entre los valores de precisiéon y recall en ambos
modelos, por su parte en Teachable Machine se partié por el cdlculo promedio en estas métricas,
obteniendo resultados iguales.

En YOLOV5, la similitud proviene del ajuste del umbral de confianza y promedio del recall,

permitiendo maximizar ambas métricas de forma equilibrada.

Parametros definidos en ambos modelos para deteccién de objetos

Teachable Machine basado en Keras, fue entrenado con tres clases diferentes, incluyendo un total
3000 imégenes (1000 por clase), utilizando en su mayoria datasets ptablicos y complementando con
iméAgenes personalizadas, ajustando su iluminacién, diferentes posiciones y angulos para mejorar
su precision. Durante su entrenamiento, se configuraron 20 epochs con un tamano de lote de 16,
dejando la tasa de aprendizaje de 0.0001, estos pardmetros como indica en la tabla 2.5, quedaron
establecidos debido a que permitieron alcanzar una precision del 100% en la clase de deteccion
de arma, sin evidencias sobre ajuste. El modelo fue exportado en formato .h5 para su posterior

integracion en aplicaciones basadas en TensorFlow.

28



Clases 3 tipos
Tamano datasets 1000 imagenes/clase
Datasets PﬁblicF)s Y
personalizados
Numero de época 20
Tamano de lote 16
Tasa de aprendizaje 0.0001
Formato Keras (.h5)

Tabla 2.5: Parametros para el entrenamiento del modelo en Teachable Machine

YOLOv5 basado en Pytorch, su entrenamiento se realiz6 con dos clases diferentes, para
la identificacion de armas blancas, y rostro, incluyendo un total de 1000 imégenes, utilizando
completamente datasets publicos para su entrenamiento, la entrada al modelo se re-dimensioné
a 640x640 pixeles para optimizar el balance entre precision y velocidad. Ademés de configurarse 25
épocas con un tamano de lote de 16, estos parametros fueron establecidos como se indica en la tabla
2.6. El modelo final se guard6 en formato .pt compatible con PyTorch, listo para inferencia rapida
en dispositivos con GPU, sin embargo para asegurar la compatibilidad con el sistema operativo
Windows y facilitar la interoperabilidad con otras plataformas y herramientas, se modificé el formato

de Pytorch a .onnx.

Clases 2 tipos
Tamano datasets 1000 imagenes
Datasets Publicos
Numero de época 25
Tamano de lote 16
Re-dimension (px) 640x640
Formato ONNX (.onnx)

Tabla 2.6: Pardmetros para el entrenamiento del modelo YOLOv5

Comparacion de modelos para analisis semantico

Para el anéalisis seméantico del lenguaje y clasificacién de frases se consideraron dos enfoques: el
uso de un modelo de aprendizaje profundo como RoBERTa, y el uso de algoritmos de aprendizaje
automatico clasicos implementados con la biblioteca Scikit-learn.

Ambos modelos fueron entrenados y evaluados utilizando el mismo conjunto de datos, asegurando
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condiciones de prueba idénticas para garantizar una comparaciéon justa. Durante el proceso se
aplicaron métricas como precision, recall, Fl-score, asi como el tiempo de inferencia y el consumo
de recursos computacionales (CPU, GPU y memoria).

Adicionalmente, se generaron visualizaciones complementarias para analizar el rendimiento de

cada modelo:

= Para Scikit-learn, se construyeron matrices de confusiéon y curvas ROC por clase, calculando

también el Area Bajo la Curva (AUC) para cuantificar la capacidad de discriminacion.

= Para RoOBERTa, se aprovecharon las métricas generadas durante el entrenamiento, incluyendo
eval/accuracy, eval/fl, train/loss, train/learning rate, eval/loss y eval/precision. Estas
métricas fueron representadas graficamente para evaluar la evoluciéon del modelo y detectar

posibles problemas como overfitting o underfitting.

Las pruebas se ejecutaron en un entorno controlado para minimizar factores externos que puedan
influir en los resultados como se muestra en la Tabla 2.7 . De esta manera, se obtuvo un anélisis
comparativo objetivo que permitié identificar fortalezas y debilidades de cada modelo en relacién

con los objetivos del proyecto.

Métrica RoBERTa Scikit-learn

Precisiéon en lenguaje complejo 93.4% 97.5%

Requerimientos computacionales | GPU 8GB VRAM | CPU 2 ntucleos

Velocidad de inferencia 3.2s 0.4s

Tamano del modelo 480 MB 12 MB
Tiempo de entrenamiento 45 min 5 min
Pico de uso de memoria 6.8 GB 0.8 GB

Tabla 2.7: Comparativa de caracteristicas entre RoOBERTa y modelos cléasicos de Scikit-learn

Parametros definidos para los modelos de analisis semantico

Tanto Scikit-learn como RoBERTa fueron entrenados utilizando el mismo dataset personalizado,
conformado por videos de referencia de casos delictivos obtenidos de diversas plataformas como
TikTok y YouTube. Este conjunto de datos incluye mas de 1500 frases clasificadas entre agresivas y
no agresivas. Asimismo, los audios procesados para la evaluacién son idénticos en ambos modelos,
con el fin de garantizar la mayor equivalencia posible en la comparacion de resultados, como se ve

en la Tabla 2.8.
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Clases 2 tipos
Tamano datasets 1500 frases
Datasets Personalizado
Numero de época 25
Tamano de lote 16
Formato WAV

Tabla 2.8: Parametros para el entrenamiento de los modelos de analisis semantico

2.2. Evaluacién de métricas

Con el fin de asegurar que el sistema cumpla con las necesidades y requerimientos técnicos para
la experiencia del usuario, se realizé6 una evaluaciéon basada en métricas de desempeno en base al

cumplimiento con los objetivos especificos.

Evaluacion del Objetivo 1: Deteccion de armas blancas en tiempo real

Para el primer objetivo, que consiste en desarrollar un sistema de deteccién en tiempo real de
armas blancas a partir de imagenes capturadas por camara, se evalué el desempeno del modelo
utilizando métricas cléasicas de clasificacion.

Se define la matriz de confusién sobre el conjunto de prueba, considerando:

TP (True Positives): imagenes con arma blanca correctamente clasificadas como “arma’.

FP (False Positives): imagenes sin arma clasificadas erréneamente como “arma’”.

TN (True Negatives): imagenes sin arma clasificadas correctamente como “no arma”.

)

FN (False Negatives): imigenes con arma clasificadas erroneamente como “no arma’.
g

A partir de estos valores, se calcularon las siguientes métricas:

Tasa de Verdaderos Positivos (Recall / Sensibilidad):

TP
TPR = ————
R TP+ FN
Tasa de Falsos Positivos:
FP
FPR= ——
R FP+ TN
Precision (Precision):
Procisi TP
recision = ————
! TP+ FP
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Exactitud (Accuracy):

A TP+TN
ccuracy =
MY = TPYTN+ FP+ FN
F1-Score:

Fl—9 Precision - Recall

" Precision + Recall

Adicionalmente, dado que el sistema esté disefiado para un entorno de tiempo real con recursos
limitados, se midi6 el tiempo de inferencia por imagen (desde su captura hasta la alerta en el
bot de Telegram) y se analiz6 el uso de recursos del sistema (memoria RAM, consumo de CPU y
almacenamiento requerido para los datasets). Estos parametros permitieron comprobar no solo la

precision del modelo, sino también su eficiencia practica en escenarios con restricciones de hardware.

Evaluacion del Objetivo 2: Deteccion de frases agresivas en tiempo real

Para el segundo objetivo especifico, que consiste en desarrollar un sistema capaz de detectar
frases amenazantes a partir de audio, se evaluo6 el desempenio del herramienta de transcripcion y del
modelo de clasificacién de frases segtin su nivel de amenaza. Para la herramienta de transcripciéon

se utiliz6 como métrica el Word Error Rate (WER). La métrica Word Error Rate se define como:

S+D+1

ER =
WER N

Donde:

= S: namero de sustituciones de palabras.

D: nimero de eliminaciones (palabras omitidas).

I: ntimero de inserciones (palabras extra anadidas).
= N: niamero total de palabras en la transcripcién de referencia.

Para la evaluacion de métricas del modelo de analisis semantico se definira la matriz de confusion

considerando:

TP (True Positives): frases amenazantes detectadas correctamente como amenazantes.

FP (False Positives): frases no amenazantes clasificadas erroneamente como amenazantes.

TN (True Negatives): frases no amenazantes detectadas correctamente como no amenazantes.

FN (False Negatives): frases amenazantes clasificadas erroneamente como no amenazantes.
A partir de estos valores, se calcularon las siguientes métricas:
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Precision (Precision):

Precision — TP
recision = 7m0
Sensibilidad / Recall (TPR):
TP
Recall = ———
T TPy FN
Exactitud (Accuracy):
A TP+TN
cecuracy =
YT TP+TN+FP+FN

F1-Score:
Precision - Recall

Fl1=2.
Precision + Recall

Evaluacion del Objetivo 3: Sistema de Alertas en Tiempo Real

Finalmente, para el ultimo objetivo, relacionado con la implementacién de un sistema basado en
eventos que transmita informaciéon de manera auténoma ante posibles actos delictivos, se evaluara
la integridad, consistencia y rapidez de los datos.

Se definira la latencia por etapas, dividiendo el tiempo que se demora en procesar los datos por

fase.

» Tiempo de captura: ¢(captura)

» Tiempo de procesamiento: t(Procesamiento)
(Alerta)

= Tiempo de envio de alertas: ¢

En el tiempo de captura, se considera el envio de datos al servidor de procesamiento. En la fase de
procesamiento se define el tiempo que tarda, desde la deteccion y clasificacion de la IA para el envio
a Node-RED. Finalmente, el tiempo de alertas corresponde al transcurso del flujo del orquestador

de datos y envio a telegram.

Ademas, se define el cumplimiento de SLA (Service Level Agreement) de latencia.

SLA = M x 100 %
M
donde:
= [; es la latencia observada en el evento 1,
= T es el umbral de latencia definido en el SLA,
s M es el nimero total de eventos medidos,

» #{i: L; < T} es el numero de eventos cuyo tiempo de latencia cumple con el umbral.
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Estas métricas permiten verificar que el sistema entregue alertas completas, consistentes y
rapidas, asegurando la integridad de la informaciéon en la transmisién de datos de seguridad.
2.3. Recursos

= Hardware:

e ESP32-CAM, cuya funcionalidad es capturar imagenes en un intervalo de tiempo.

e ESP32, microcontrolador para integracion de modulos de audio y GPS.

Modulo GPS, obtener la ubicacién por medio de coordenadas.

e Moédulo micréfono, capturar el audio ambiente dentro del vehiculo.

Fuente de alimentacién portatil.
= Software:

e Python con libreria de IA para la deteccion de incidentes.

e Flask, servidor de procesamiento.

Node-RED, flujo de datos para el envio de alertas.

Base de datos, MYSQL para el almacenamiento registros.

Bot de telegram, recepcion de alertas.

2.4. Meétodos de seguridad

= Confidencialidad de datos: Las imégenes y audios captados tienen propodsito académico, al

igual que los datos almacenados en la base de datos, cuyos registros fueron inventados.

= Seguridad de la informacion: La transmision de sus datos se maneja bajo protocolos de cifrado

(HTTPS/TLS) para evitar manipulaciones de terceros.

= Alcance: Nuestro proyecto se desarrolla dentro de una red local para tener un ambiente

controlado de sus datos.
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CAPITULO 3

3. DISENO E IMPLEMENTACION

Fl disenio del proyecto se basa en un sistema de seguridad vehicular orientado al monitoreo en
tiempo real mediante el uso de tecnologias IoT e inteligencia artificial. La implementacién incluye
la captura de imégenes y audios en intervalos cortos de tiempo de forma peridédica con el objetivo
de detectar situaciones de riesgo de forma automatizada, que ante la identificacién de un posible
incidente delictivo generara alertas enviadas a través de la API de Telegram a las autoridades que

dispondrin del acceso inmediato a esta informacion para la toma de decision.

3.1. Arquitectura del sistema

Fl sistema propuesto esté disefiado para el envio de imagenes y registro de audio como evidencia
un incidente delictivo hacia las autoridades, garantizando la seguridad y confiabilidad en sus datos.
La transmision se realiza de manera inmediata ante la presencia de un evento capturado con la
utilizacion tecnologias IoT e inteligencia artificial. Su disponibilidad depende del acceso a internet
para asegurar su comunicacioén en tiempo real.

La arquitectura general del sistema esta compuesta por los siguientes moédulos:

s ESP32-CAM: Este microcontrolador actiia como un capturador de imagenes en un intervalo

corto de tiempo para ser enviado al servidor de procesamiento.

= ESP32: Este microcontrolador actiia como un capturador de voz y ubicacién, gracias a la
incorporaciéon de un micréfono para la deteccién de alguna agresién en el audio ambiental
dentro del vechiculo, asi como un médulo GPS que proporciona la ubicacién en tiempo real
mediante coordenadas, las cuales son enviadas al servidor de procesamiento en caso de un

incidente.

= Servidor Flask: Este servidor basado en Python, tendré incorporados modelos de aprendizaje
en [A, para el procesamiento de imagenes en la deteccién de armas blancas y voz para la

identificacién de frases amenazadoras o agresivas.
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= Node-RED: Este orquestador de datos, recibira la informacién procesada por el servidor, el
cual se encargara de ejecutar reglas automatizadas e integraciones con otro servicios para la
recoleccién y envio de alertas al servidor de mensajeria instantanea como Telegram, que sera

monitoreado por las autoridades.

= Base de datos MySQL: Esta base de datos alojada en la nube almacenara la informaciéon

del propietario del vehiculo, junto con sus caracteristicas y datos relevantes.

= Bot de Telegram: Una vez completada la validacién y enriquecimiento del evento, el flujo de
Node-RED enviara una notificaciéon automatizada a través de API REST de Telegram junto

con la imagen capturada, ubicaciéon GPS y datos del vehiculo.

En la Figura 3.1 se ilustra el diagrama general de la arquitectura, que incluye las conexiones
de los componentes involucrados en el sistema y el flujo de sus datos para la comunicacion con las

autoridades mediante el bot de telegram.

Datos del duefio
y vehiculo

Vehiculo Eg
‘ -
a\\ Internet MysaL

Alimentacién

Consulta Query

Servidor Fisico i
[——HTTPS POST—V!—‘TYPS—V‘*HTTPS REST APl——>| BAg
Autoridades

Procesamiento Orquestador
basado en Node-RED

Captura de imagenes
Bateria Elevador de ESP32 CAM
recargable  Voltaje 5V

Alimentacién

\v. w j Microcontrolador

: ESP32
Bateria Elevador de
recargable voltaje 5V *]

Médulo GPS + Antena Micréfono

P \. . .®

Neo-8m + ANT 555 INMP441

Mensajeria instantanea
1A Telegram

Figura 3.1: Arquitectura general del sistema propuesto

En la Figura 3.2 se desarroll6 un diagrama de red que muestra la disposiciéon de los puertos,
direcciones IP y flujos de comunicacion entre los diferentes componentes del sistema. Aunque los
modulos de andlisis de imagenes y anélisis de audio operan de forma independiente, existe una
integracion funcional entre ambos. El microcontrolador NodeMCU32s, encargado de la captura
de audio, también envia el identificador del vehiculo y las coordenadas GPS. Esta informacion
geografica es utilizada tanto para la clasificacion de audio como por el médulo ESP32-CAM en el
analisis de imagenes, permitiendo correlacionar eventos de audio e imagen bajo un mismo contexto

espacial y temporal. De esta manera, el sistema puede generar alertas méas completas y precisas,
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ya que las evidencias recogidas por ambos subsistemas se integran en el orquestador Node-RED,
centralizando la informacién para su posterior envio a las autoridades a través de la plataforma de

Telegram.

RAILWAY:37028

IMAGENES

SERVER:5000

172.20.10..5 ;
AUDIO

NODERED 1880

TELEGFLAM RED o
17220104 w > Q) Node RED Telegram

1-_—; e 172.20.10.3

Figura 3.2: Diagrama de Puertos e IPs

3.2. Flujo de datos

Fase 1: Captura de datos

Mediante el uso del microcontrolador ESP32-CAM, se realiza la captura periédica de datos en
intervalos cortos de tiempo, haciendo uso de la cAmara integrada. Paralelamente, un microcontrolador
adicional con un micréfono externo conectado se encarga de capturar el registro del audio ambiente,
asi como un médulo GPS capaz de obtener las coordenadas precisas en tiempo real del vehiculo;
ambos dispositivos funcionan de forma paralela con el fin de mejorar la eficacia del sistema, como se
muestra en la figura 3.4. Es decir, si la imagen capturada detecta la presencia de un arma blanca,
el sistema activard autométicamente una alerta, de igual manera, si el audio grabado contiene una
frase amenazante o agresiva, se genera una alarma inmediata para el aviso a las autoridades. Estos
datos obtenidos son enviados a un servidor de procesamiento basado en IA mediante Flask, donde
son analizados por modelos de aprendizaje automatico entrenados previamente para estos escenarios

actuando conforme el caso identificado.
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ESP32-CAM [e—» (.]

Capturador
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Capturador audio &
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Madula GPS

Figura 3.3: Captura y envio de datos

Fase 2: Procesamiento y proteccién de datos

El sistema desarrollado se encarga de la recopilaciéon y transmision de datos como imagenes
y audios capturadas por el microcontrolador, las evidencias visuales, auditivas y la ubicacién
GPS se encuentran relacionadas con personas actuando en un incidente delictivo, por lo que es
indispensable garantizar la proteccion durante el flujo del procesamiento de sus datos. Con el
objetivo de asegurar la confiabilidad de esta informacién enviada al servidor de procesamiento,
se implementa un protocolo de cifrado de datos mediante HTTPS/TLS, evitando la intercepcion y
manipulacién de terceros durante su transmision.

El servidor se encarga de recibir y procesar estos datos, ejecutdndose en este entorno modelos
de inteligencia artificial entrenados previamente para la deteccién de armas blancas e identificacion
de frases agresivas o amenazantes, el procesamiento se realiza en tiempo real, sin almacenamiento
persistente de los archivos, es decir, si se considera como un dato no relacionado a un incidente
delictivo es descartado, con el objetivo de minimizar riesgos de filtraciéon o uso indebido. Como se

indica en la figura 3.4.
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Figura 3.4: Flujo de procesamiento

Fase 3: Alertas automatizadas

Una vez que los datos han sido procesados por el servidor, aquellos que cumplen con los
pardmetros establecidos por los modelos de IA entrenados, seran enviados a Node-RED, mediante
una peticion HT'TP POST con el propésito de orquestar el flujo de estos datos, generando una alerta
automatizada. En este entorno, se realiza una consulta query a la base de datos MySQL alojada en
la nube para la extracciéon de estos datos previamente registrados de manera manual por parte del
administrador del sistema, esto corresponde a la tabla datos_vehiculo (Véase en la Figura 3.5)
incluyendo campos como nombre, apellido, placa, ano del vehiculo, marca, modelo, color, reportado
como robado y multas pendientes.

La informacién asignada hace referencia a datos del propietario del vehiculo y sus caracteristicas
asociadas para ser enviados por medio de un bot de telegram con la imagen adjunta capturada
en este incidente (Véase en la Figura 3.6). Este flujo automatizado asegura que el sistema no
solo detecte incidentes en tiempo real, sino que también contextualice la alerta y la comunique

eficientemente a través de una plataforma segura y accesible a las autoridades.

MySQL en nube

datos_vehiculo o Telegram

Nombre
Apellido
Placa
Afo vehiculo

« DATOS DEL VEHICULO+

& Propietario: Maria Gémez

& Place: CDS1234

ST Affo: 2021

+/ Marca: Honda

= Modelo: Civic

& Color: Negro

i Reportado como robado: No
Multas pendientes: No

' —Regristro—>|
Modelo

Usuario

<<—Consulta Query—|

Color
Reportado Robado Flujo de datos
Multa Pendiente Node-RED Envio de alertas

Figura 3.5: Registro base de datos
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Datos del duefio y

vehiculo
“a Alerta automatizada
w = ChatlID por Placa del vehiculo
MySQL
Placa ABC1234 - Juan Rodriguez Placa CDS1234 - Rafael Arce
9 Evento 456 - Placa ABC1234 7 Evento 762 - Placa CDS1234
‘ © 24/04/2024 15:46 (©24/04/202417:23

Consulta Query

N2 y '
. & INTENTO DE ROBO ARMADO g
Servidor de P HTTPS REST API i @ INTENTO DE ROBO ARMADO @ Monit
. «DATOS DEL VEHICULO: . DATOS DEL VEHICULO- «——Monitoreo——>|
Procesamiento & Propietario: Juan Rodriguez 2 Propietario: Maria Gomez

& Placa: ABC1234 & Placa: CDS1234
T Afio: 2020 i Afio: 2021
+/ Marca: Toyota 7 Marc N
2 Modelo: Corolla PAviimareg Autoridades

Orquestador : Color: Blanco  Color: Negro

Node-RED & Reportado cono robado: No EdReportado como robado: No

& Multas pendientes: Si Multas pendientes: No
Q 19.4326,-99.1332 9 19.3246,-99.2017
© AUDIO 0:12 o © AUDIO 0:15

Telegram Bot

Figura 3.6: Envio de Alertas

3.3. Implementacion del sistema
Sistema para analisis de imagenes

El servidor de procesamiento de imagenes tendré embebido el modelo entrenado en formato .h5
debido a su menor tiempo de procesamiento de acuerdo a los datos enviado por el capturador,
ademas de la inclusiéon de un sistema de colas para evitar el congestionamiento en la recepcién de
varios datos de manera simultanea, usando el tipo de cola FIFO.

Una vez clasificada la imagen en el servidor, es enviada al orquestador de datos Node-RED
(Véase en la Figura 3.7) siempre y cuando la clase corresponda a con arma. Este flujo se encarga
de enviar un mensaje personalizado en senal de alerta con los datos del propietario del vehiculo y
sus caracteristicas a las autoridades, junto con su ubicaciéon actual por medio de coordenadas GPS y
enlace de Google Maps para mayor precision, estos datos serdn monitoreados mediante la aplicacion

de Telegram.

/— :: Respuesta

Deteccién de arma [ ]

Envio de imagen

= R w0

O connected

Envio a felegram

Consuilta ) hitp request

) | Ubicacion GPS (. | Datos +img

@ connected

Figura 3.7: Node-RED Orquestador de datos
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Fl sistema funciona en una red local durante las pruebas realizadas, por lo que se tiene previsto
incorporar protocolos de seguridad para la utilizaciéon comercial como HTTPS con la utilizacion de

cifrado SSL/TLS de extremo a extremo para la proteccion de los datos durante su transmision.

Sistema para analisis de audios

Para la captura de audio se utiliz6 un microcontrolador NodeMCU32s junto con un micr6fono
digital INMP441. La captura se realizdé de forma periddica, en intervalos de 15 segundos, durante
los cuales se enviaron paquetes mediante el protocolo UDP. Estos paquetes contenian la placa del

vehiculo, el audio codificado en bytes, y las coordenadas geograficas obtenidas mediante un sensor

GPS Neo6M.

(a) NodeMCU32s (b) INMP441 (c) NEO-6M

Figura 3.8: Componentes utilizados para la captura de audio y ubicacién

Ademas de las imagenes de los componentes de la Figura 3.8, se elaboré un diagrama fisico
que ilustra las conexiones entre ellos. El NodeMCU32s se conecta al microfono digital INMP441
mediante los pines 31, 25 y 14, que corresponden respectivamente a las lineas de datos y reloj SD,
WS y SCK, junto con las conexiones de GND y la alimentaciéon a 3.3 V. Por su parte, el sensor
GPS Neo6M se enlaza al microcontrolador a través de los pines TX y RX del puerto UART, con su

alimentacién suministrada a 5 V como se muestra en la Figura 3.9.
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Figura 3.9: Diagrama de conexiones

La informacién seré recibida por el servidor encargado del procesamiento de audio, el cual
ejecutaré el algoritmo correspondiente para su anélisis que en este caso se utilizo Scikit-learn. En
caso de que el audio sea clasificado como agresivo, se generard un evento. Cada evento podra ser
enviado hasta dos veces a Node-RED, aunque igualmente sera registrado en el sistema. Ademaés,
se establece que un evento tiene una duracién de una hora; si ocurre otra anomalia fuera de ese
periodo, esta sera considerada como un nuevo evento independiente.

La nueva informacion sera enviada a Node-RED, incluyendo la placa del vehiculo, la URL para
acceder al audio grabado y la ubicacién geografica correspondiente. Node-RED cuenta con un flujo
diseniado para procesar esta informacién: extrae la placa del vehiculo, consulta la base de datos para
obtener los datos del usuario asociado y, con esta informacién, genera una alerta que seré enviada
a un bot de Telegram. (Véase la Figura 3.10)

@ connected

e

Respuesta

o)

. @
Consulfa a DB : e

J

Crear y enviar alerta

J

O connected

Figura 3.10: Node-RED Orquestador de datos
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Vista de audios

En la interfaz del servidor Flask de la Figura se implementarid una seccién dedicada a la
visualizacién y gestion de los audios capturados. Estos se organizardn de acuerdo con la placa
del vehiculo y el tipo de evento detectado, permitiendo una identificacion réapida. Cada vez que
el sistema detecte un nuevo audio clasificado como agresivo, este serd automaticamente cargado y

visible en la interfaz, manteniendo la informacion actualizada en tiempo real. (Véase la Figura ?77?)

€ Audios Agresivos
» Audios de GTP7665

» Audios de HDK4578

Figura 3.11: Interfaz para visualizar audios

Vista de ubicacion a tiempo real

Ingreso Parque Club~Garza Reja

+ Nobol

fim 23, Pecye T de Salitre.

ra
La

K26 5 Tres Postes
A Km 4.5 o 68k /
o Ko 24 Rio Baliahoyo / Simén Bolivar

K22 Km 155
K21
Km 20,

Mata de Cacao

|18
K18~ LaAurora

Guayas 7

San Jacinto £25
_de Yaguachi

Peoje deaguochi 7 _,_,mgro
/ L E488

Duran - ““Naranfto

o 24 Roberto Astudillo
Guayaquil

Pecje del-Boliche -
) ’ Coronel Matcelino
; WMaridueria
Kwes IslorSantoy;

E4D 1

Virgen de Fatima

Isla Santa

E4D
ElTriunfo

EdD

Figura 3.12: Ubicacién en tiempo real

La ubicacién geografica se mostrard en un mapa interactivo implementado en Node-RED
mediante el moédulo worldmap como se muestra en la Figura 3.12. Esta visualizacién se activara
automéaticamente en dos casos: 1.Cuando se detecte un audio clasificado como agresivo. 2.Cuando
se identifique visualmente la presencia de un arma blanca.

En ambos casos, el mapa presentara la posicién exacta del evento en tiempo real, facilitando el
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seguimiento inmediato y la toma de decisiones rapidas.

3.4. Implementacion de modelos de TA
Modelos para la detecciéon de objetos

Basado en las comparativas realizadas anteriormente entre la herramienta Teachable Machine
basado en Tensorflow y Yolovh implementado en PyTorch, se pretende evaluar el desempeno real
de estos modelos mediante su implementacion practica utilizando los mismos pardmetros y recursos
actuales del sistema. Ambos modelos fueron entrenados con datasets pibicos recientes, con la
inclusion de imagenes con armas blancas y objetos similares en ambos casos con el fin de evaluar

su capacidad de clasificacién y detecciéon correcta durante las situaciones de riesgo.

s Teachable Machine basado en Tensorflow

El modelo utilizado fue exportado en formato .h5 correspondiente a Keras, compatible con
el framework Tensorflow, debido a su tiempo minimo en el procesamiento de imégenes por el
servidor, utilizando librerias propias del framework, tales como Keras, Numpy, Pillow (PIL)

e io, esta dltima utilizada para la lectura de imégenes enviadas en formato bytes.

La funcién de prediccion se realiza sobre las imégenes recibidas por el capturador en formato
binario, siendo preprocesadas para la conversién 224x224 y normalizadas segin los requisitos
del modelo Keras. Ademaés se previene el bloqueo del servidor al recibir y procesar varias
imagenes de forma simultdnea con la implementaciéon de una arquitectura basada en colas

(queue.Queue) y procesamiento de hilos.

Finalmente, si el modelo detecta la clase con arma con un nivel de confianza del 85% es
enviado al orquestador de datos para su posterior notificacién. Durante las pruebas, el modelo
brinda un nivel de exactitud del 99 % en la clase con arma y un 100 % en el resto de las clases,
demostrando un alto nivel de fiabilidad para ser tomado en consideracién dentro del sistema
de seguridad vehicular, cuyos datos seran demostrados en el capitulo 4, bajo el desarrollo de

sus meétricas.

En la figura 3.13 se puede observar los parametros establecidos para su entrenamiento, lo que

conlleva al nivel de precisién indicado.
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Figura 3.13: Parametros de entrenamiento en Teachable Machine

= YOLOvV5 implementado en PyTorch

Para su implementacion practica del modelo de detecciéon YOLOvV5, se utilizé6 OpenCV junto
con el modelo .pt obtenido de PyTorch, pero que fue convertido a ONNX con el objetivo de
mejorar la compatibilidad en su procesamiento debido al entorno basado en Windows en el
que fue ejecutado, permitiendo visualizar la deteccion de objetos en tiempo real mediante el

uso de la caAmara del capturador de imagenes.

Esta arquitectura, trabaja mediante bounding boxes para la localizaciéon precisa del objeto
que se pretende detectar, ocasionando un mayor trabajo computacional en comparacién con
el anterior modelo de clasificacién global. Debido a la complejidad en la deteccién de varios
objetos en una misma imagen junto con su generaciéon de cajas limitadoras para cada clase

establecida, la velocidad de inferencia se vio limitada al ejecutarse en un entorno sobre CPU.

La seleccion adecuada del umbral de confianza en este escenario depende de la necesidad
del sistema, es asi que para evitar falsos positivos se podria utilizar un umbral alto del 94 %
considerando un menor recall, es decir, el modelo no detectara algunos casos verdaderos debido
a una menor certeza. Para mantener un balance entre precision y recall, es preferible considerar
un umbral del 48 % evitando descartar datos que pueden ser correctos en la deteccion de armas

blancas frente a un incidente.

En la figura 3.14 se puede observar los parametros establecidos para su entrenamiento, lo que

conlleva al nivel de precision indicado.
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Figura 3.14: Parametros de entrenamiento YOLOv5

Tras la implementaciéon practica de ambos modelos, se opté por utilizar el brindado por la
herramienta Teachable Machine, basado bajo la compatibilidad con los recursos actuales del sistema,
facil integracion con el servidor de procesamiento y bajo requerimiento computacional, ademés de
no ser tan indispensable el uso de la localizacion del objeto a detectar, alinedndose con el objetivo

y desarrollo del proyecto.

Modelos para la transcripciéon de audios

Para la implementacion del modelo Whisper, se configur6é la version medium preentrenada
en espaifiol para procesar audios de 20 segundos. Se integré el modelo en el sistema de prueba,
permitiendo la transcripcion de cada archivo de audio de manera automatica. Durante la
implementacion, se ajustaron los parametros necesarios para manejar audios con presencia de ruido
de fondo, asegurando que el modelo pudiera generar transcripciones consistentes y completas para
su posterior anélisis.

Cargando modelo Whisper medium. ..
RAM usada por el modelo: 3.99 GB

--- Resultados para medium ---

Tiempo total: 14.82 segundos
RAM maxima usada: 4.83 GB
Nimero total de palabras en el audio: 28

Figura 3.15: Salida de WhisperlA

Como se muestra en la figura 3.15, con la ayuda de Python se calcularon algunos parametros
iniciales, como el nimero de palabras, el uso de RAM y el tiempo de procesamiento. Este mismo
procedimiento se aplicard a un conjunto méas amplio de audios, permitiendo obtener un anélisis

completo de las métricas de rendimiento del modelo Whisper sobre diferentes archivos y condiciones

de audio.
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Modelos para el analisis semantico

Para identificar y clasificar posibles amenazas verbales en las transcripciones de audio, se utilizo
Scikit-learn, entrenando clasificadores tradicionales como la regresion logistica y las méquinas de
soporte vectorial (SVM). El modelo se entren6 con un dataset personal compuesto por frases
etiquetadas que representan los niveles de agresividad verbal.

Este enfoque permite una respuesta rapida y eficiente ante entradas textuales. Aunque su
precision puede ser menor en comparacion con modelos basados en transformers, su velocidad de
inferencia, facilidad de entrenamiento y bajo consumo de recursos lo hacen adecuado para entornos
con necesidades de respuesta en tiempo real.

La implementacion practica permitioé evaluar ventajas y limitaciones en cuanto a entrenamiento,
rendimiento y compatibilidad con el sistema. Scikit-learn destacé por su rapidez en el procesamiento
y facilidad de integracioén, lo que lo convierte en una opcién eficiente para sistemas con recursos

limitados, demostrando un desempeno sélido para la identificacion de frases amenazantes.

Ml Recursos al cargar modelo:
RAM usada (modelo): &.57 MB
CPU usada (modelo): @.@8% (lectura instantdnea tras carga)

# Analizando agresividad del texto...

--- RESULTADOS ---
Probabilidad de agresividad: 16.45%
Umbral definido: 85%
Tiempo de procesamiento: @.885386 segundos
RAM usada (andlisis): .19 MB

Frase NO agresiva.

Figura 3.16: Salida de Scikit-Learn

El sistema desarrollado combina Whisper y Scikit-learn para identificar y clasificar posibles
amenazas verbales en transcripciones de audio. Primero, el audio capturado por el ESP32 es
procesado por Whisper, que se encarga de generar la transcripcion textual de manera automatica.
Posteriormente, el texto resultante pasa por un clasificador entrenado con Scikit-learn, capaz de
identificar frases agresivas o no agresivas segiin un dataset previamente etiquetado.

Esta integracion permite aprovechar la capacidad de transcripcion avanzada de Whisper y la
rapidez y eficiencia de los clasificadores de Scikit-learn, obteniendo un flujo continuo desde la captura
del audio hasta la determinacién del nivel de agresividad.

A continuacion, en la Figura 3.17, se muestra el diagrama de flujo que representa este proceso
completo, destacando cada etapa desde la adquisicién del audio hasta la generacién del resultado

final.
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Figura 3.17: Diagrama del analisis seméntico
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CAPITULO 4

4. ANALISIS DE RESULTADOS

4.1. Meétrica para el objetivo 1

Para el cumplimiento del primer objetivo basado en un sistema de deteccién de armas blancas,
se utiliz6é el modelo de IA en formato Keras, entrenado en Teachable Machine debido a la precision

en sus clases y sensibilidad al momento de la detecciéon y clasificacion.

scaleCount
con arma 2 .
2]
& sinarma- 0 0
(5]
otro- 0 0

::u ::u o 0

£ £ =

L] L]

= c

S w

Prediction

Figura 4.1: Matriz de confusion

Para el calculo del Recall de la clase objetivo con arma, se utiliza la siguiente ecuacién basado
en la matriz de confusion (Veéase la Figura 4.1):

VP: Verdaderos Positivos

FN: Falsos Negativos

FP: Falsos positivos

VN: Verdaderos Negativos

VP
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148
148 + 2

Recall = < > * 100 = 98,67 %

Con respecto a la ecuacion 4.1 se obtuvo un recall de 98.67 %, indicando que el modelo detecta
correctamente casi todos los verdaderos positivos de esta clase, con una pérdida menor.

Para calcular los verdaderos negativos en cada clase, se hace uso de la siguiente formula 4.2.

VN =450 - (VP+ FP+ FN) =450 — (148 + 0+ 2) = 300 - con arma (4.2)

Ahora, para el calculo de la tasa de falsos positivos en la clase objetivo basado en la matriz de

confusioén, se hace uso de la ecuaciéon 4.3.

FP
Tasa FP = <FP - VN) %100 (4.3)
TasaFP—} — 1 %100 =0,66%
~ 3\ 24300 R

Para la precision del modelo entrenado, se hace uso de la féormula 4.4, obteniendo

VP
Precision = (VP n FP) * 100 (4.4)
148
Precision = 100 = 100
recision <1 g O> * %

Basado en el resultado de la formula precision, se obtiene el 100 %, indicando que las predicciones
positivas detectadas por el modelo, son correctas.

En conjunto, esto muestra que el modelo es altamente confiable para identificar una arma blanca
dentro de una imagen.

Ademas, la figura 4.2 indica que la exactitud de la clase con arma es del 99 %, capaz de detectar

la mayoria de los casos positivos reales y realizar una clasificacion correcta de esta clase.

Precision por clase

CLASS ACCURACY # SAMPLES
con arma 0.99 150
sin arma 1.00 150
otro 1.00 150

Figura 4.2: Precisién del modelo
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En la grafica 4.3 se puede observar que en la época 17, el test de precision se acerca a 1, y luego
se mantiene constante, es decir, no hay un sobre ajuste del modelo al momento de ser entrenado,

evitando su eficiencia y correcto balanceo.

Precision por época

10 — acc
7’— — test:
0.8
0.6
(]
5 x: 17
(%)
: 0.4- acc: 1
test 0.995555579662
acc:
0.2+
0.0 ‘ T
0 5 10 15 20

Epochs

Figura 4.3: Precisiéon del modelo

F1-Score

(4.5)

Precision + Recall

Pl — 2 < Precision x Recall >

10,9867
Fl=2%—20>"—— 100 =
* (1 n 0,9867) * 100 = 99,33 %

Para el célculo de F1-Score se hace uso de la ecuacién 4.5, indicando un modelo altamente
eficiente en su entrenamiento segun la clase con arma, logrando un gran balance para evitar en su
mayorfa falsos positivos y negativos, cabe mencionar que la iluminacién es importante para la toma
precisa de sus datos.

Resultados de la deteccién y clasificacién de imagenes
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Figura 4.4: Envio de imagenes

En la Figura 4.4 se observa el proceso de envio de imagenes al servidor Flask desde la ESP32-
CAM, la cual es puesta en cola antes de ser procesada para su posterior clasificaciéon, asignédndole
como identificador tnico la placa del vehiculo. Asimismo, el sistema realiza la captura periddica de
iméAgenes en un intervalo de dos segundos, lo que permite un flujo continuo de datos para su anélisis

posterior.

TERMINAL

[GTP7665] Enviado a Node-RED: 200

Recibido POST de 192.168.100.27 - placa id=GTP7665 - bytes recibidos=14594
1/1 [= =] - @s 23@ms/step

192.168.100.27 - - [16/Aug/2025 18:55:00] "POST /detect HTTP/1.1" 200 -
[GTP7665] Enviado a Node-RED: 200

Recibido POST de 192.168.100.27 - placa id=GTP7665 - bytes recibidos=15951
1/1 [= =] - @s l1@@ms/step

192.168.100.27 - - [16/Aug/2025 18:55:03] "POST /detect HTTP/1.1" 200 -
[GTP7665] Enviado a Node-RED: 200

Recibido POST de 192.168.100.27 - placa id=GTP7665 - bytes recibidos=

1/1 =] - @s 101ms/step

[GTP7665] No se detecté arma (confianza ©.96)

192.168.100.27 - - [16/Aug/2025 18:55:07] "POST /detect HTTP/1.1" 200 -
Recibido POST de 192.168.100.27 - placa id=GTP7665 - bytes recibidos=9663
1/1 [= =] - @s 176ms/step

[GTP7665] No se detecté arma (confianza ©.95)

Figura 4.5: Procesamiento del servidor

En la Figura 4.5 se observa el procesamiento de las imagenes en el servidor Flask, junto con el
tiempo de inferencia de imagen una vez detectada y clasificada con la categoria con arma es enviado
al orquestador implementado en Node-RED, el cual se encarga de gestionar el envio de la alerta

correspondiente al bot de Telegram. Ademaés, para reforzar la senal de notificaciéon de manera visual,
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se activa brevemente el flash integrado en el microcontrolador.

4.2. Meétrica para el objetivo 2

Para el segundo objetivo, que consiste en desarrollar un sistema de deteccion de frases
amenazantes en tiempo real, se utilizdé Scikit-learn debido a su rapidez y eficiencia durante la
ejecucion del sistema. La Figura 4.6 presenta la matriz de confusion, la cual refleja un desempefio
excelente, mostrando de manera clara la correcta clasificaciéon tanto de las frases consideradas

agresivas como de aquellas no agresivas.

Matriz de Confusién

100

80

60

Real

- 40

- 20

Prediccion

Figura 4.6: Matriz de confusion Scikit-learn

Donde se define:

= TP: frases amenazantes correctamente clasificadas como amenazantes — 102

s FP: frases no amenazantes clasificadas erréneamente como amenazantes = 1

= TN: frases no amenazantes correctamente clasificadas como no amenazantes = 111

s FIN: frases amenazantes clasificadas erroneamente como no amenazantes — 3

A partir de estos valores, se calcularon las métricas de desempeno del modelo:
Precisiéon (Precision):

TP 102

Brecision — _
FSION = T p T PP T 1024 1

~ 0,9903 ~ 99,03 %
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Sensibilidad / Recall (TPR):

TP 102
TP+ FN 102+3

Recall = ~ 0,9714 ~ 97,14 %

Exactitud (Accuracy):

TP+ TN 102 + 111
CWACY = N T FP T FN 102 11115153~ 81 A 0815%
F1-Score:
Precision - Recall 0.9903 - 0,9714
Fl =g, oobion eea i i ~ 0,9807 ~ 98,07 %

" Precision + Recall  ~ 0,9903 + 0,9714

Como se observa, el modelo muestra un alto desempeiio en la identificacion de frases amenazantes,
logrando un equilibrio adecuado entre precisioén y sensibilidad.

Resultados de la detecciéon y clasificaciéon de audios

£ Audios Agresivos

v Audios de GTP7665
Evento 1

GTP7665_20250723_200150_1 wav
> 0:00/0:10  =—— O i
GTP7665_20250723_200350_1.wav

> 0:00/010 —— 0 i

v Audios de LMN3312
Evento 1

LMN3312_20250723_170350_1.wav

> 000/0:10 0

Evento 2

LMN3312_20250723_200150_2 wav

> 000/0:10 0

Figura 4.7: Interfaz de resultados de audios guardados

En la Figura 4.7 se muestra la interfaz del sistema en el momento en que un audio es clasificado
como agresivo. En este punto, el archivo se almacena junto con su respectiva etiqueta y se genera la
alerta correspondiente. Tal como se indicé previamente, la alerta serd enviada un total de tres veces
con el fin de no saturar el trafico de la red; sin embargo, las imagenes continuaran siendo registradas

y almacenadas.
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Figura 4.8: Resultados de Python

Posteriormente, en la Figura 4.8 se observa la salida en consola del programa desarrollado en
Python. Alli se detalla el flujo del proceso: la recepcion del audio, su almacenamiento, el analisis

realizado por el modelo de clasificaciéon y finalmente la confirmacion del envio de la alerta.

4.3. Meétrica para el objetivo 3

Para el tercer objetivo, relacionado con la implementacién de un sistema basado en eventos que
transmita informacién de manera auténoma ante posibles actos delictivos, se evaluara el tiempo en
segundos, del procesamiento completo del sistema, dividido en fases, segtn la tabla 4.1, relacionada

con la captura de iméagenes.

N° Eventos | Captura de datos (s) | Procesamiento (s) | Envio de alertas (s) | Tamano imagen (bytes)
#1 0.59 1.61 0.51 8051
#2 0.69 1.08 0.59 8060
#3 0.59 1.80 0.55 8065
#4 0.66 1.50 0.56 8060
#5 0.70 1.41 0.48 8045

Tabla 4.1: Tiempo de procesamiento por fase

Estos datos fueron obtenidos de manera experimental, con la ayuda de un cronémetro y leds
visuales para garantizar su precision.

En la figura 4.9a se puede visualizar el encendido del led azul, cuando la imagen es enviada y
recibida por el servidor de procesamiento.

En la segunda fase 4.9b, se observa el encendido del led verde cuando la imagen ha pasado por

el modelo de IA, clasificandolo como arma blanca, envidndolo al orquestador de datos.
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Por dltimo, en la figura 4.9¢, se observa el encendido del led rojo, cuando se gener6 la alerta

automatizada y fue recibida por el bot de telegram, llegando el mensaje a las autoridades.

(a) Captura de datos (b) Procesamiento (c) Envio alertas

Figura 4.9: Procesamiento de datos visuales

Para el cumplimiento de latencia, se establecié un umbral de latencia por fase, como se detalla
a continuacion:

Ttase 10 1 segundo.

Ttase 20 1.50 segundos.

Ttase 30 1 segundos.

Dando un total de 3.50 segundos desde la captura de los datos, hasta su envio de alertas al chat
de Telegram.

Se calculara el SLA por fase, para determinar el valor méximo de tiempo aceptable para el

procesamiento en cada tramo, siguiendo la siguiente ecuacién 4.6.

#{Z L < Tcaptura}

SLAlat = M

x 100 % (4.6)

5
SLAfase1 = 5 x 100 % = 100 %

Cumpliendo el 100% de los datos con la SLA de latencia, debido a que todos los eventos

obtenidos, se encuentran por debajo del umbral establecido en la fase 1.

3
SLAfase2 = = x 100 % = 60 %

Cumpliendo el 60 % de los datos con la SLA de latencia, debido a solo 3 eventos, se encuentran

por debajo del umbral establecido en la fase 2.

)
SLAfase3 = £ x 100 % = 100 %
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Cumpliendo el 100% de los datos con la SLA de latencia, debido a que todos los eventos
obtenidos, se encuentran por debajo del umbral establecido en la fase 3.

Entonces, si el umbral total fue de 3.5 segundos, segin la suma de sus fases, el porcentaje de
SLA de latencia se calcula sobre los eventos que cumplen con este limite. Contando con 13 eventos

de 15 que cumplen con el umbral establecido.

13
SLA = IR x 100 % = 86,67 %

Siendo este un porcentaje aceptable para el envio completo de las alertas por medio del bot de

Telegram.

Alerta captada de arma blanca

1. Movistar 17:05 @824% 0

Placa GTP7665 - Andrea To... ‘

o2

T *Evento 3 @ 22/8/2025,
11:24:06 a. m*

# *ALERTA DE PERSONA
ARMADA*

*DATOS DEL VEHICULO*
o Propietario: Andrea Torres
<= Placa: GTP7665
Afo: 2025
Marca: Toyota
& Modelo: Corolla
@& Color: Blanco

¥ Reportado como robado: No
@& Multas pendientes: No

Figura 4.10: Notificacién de alerta automatizada

En la figura 4.10 se visualiza la notificaciéon de alerta en Telegram, correspondiente al chat segiin
la placa del vehiculo, donde se reflejan los datos necesarios del propietario e informacién relevante

del vehiculo, asi como las coordenadas GPS necesarias para su localizacion.
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s!. Movistar 17:05 @824% @

gy PlacaGTP7665 - Andrea To... .

& *Ubicacion:*

Lat: -2.1442875

Lon: -79.966931333
[Ver en Google Maps](

Lat: -2.1442875
Lon: -79.966931333
[Ver en Google Maps](

. DetectionBot

¥ *iAlerta de agresién

Figura 4.11: Actualizacién de GPS

Ademas, cada vez que el sistema detecte un arma blanca dentro de la imagen, se enviara a
Telegram, junto con la constante actualizaciéon de las coordenadas por GPS, para llevar un control
en tiempo real de su ubicacion (Véase en la Figura 4.11).

Continuando con la evaluacion de la Métrica 3, ademéas de la parte de imégenes, también se

considerd el procesamiento de audios de 20 segundos, como se muestra en la Tabla 4.2.

N° Evento | Captura (s) | Procesamiento (s) | Envio de alerta (s)
1 21.74 18.27 0.54
2 22.07 17.84 0.67
3 21.64 17.98 0.49
4 20.45 17.74 0.56
5 20.72 18.05 0.54
6 20.55 17.50 0.53

Tabla 4.2: Tiempo de procesamiento de audio por fase

Se definieron los siguientes umbrales por fase:
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= Captura: 22 s
s Procesamiento: 18 s
» Envio de alerta: 1 s

Los SLA por fase se calcularon con la ecuacion:

#{i: L, <T}
M

SLAlat = x 100 %

donde L; es el tiempo observado en el evento i, T es el umbral definido, y M el nimero total de

eventos.

» Fase 1 (captura):

6
SLAfase1 = g % 100% = 100%

» Fase 2 (procesamiento):

1
SLAfaser = g x 100 % = 66.67 %

» Fase 3 (alerta):
6
SLAjases = ¢ x 100% = 100%

Para el SLA total, considerando el umbral global de 41 segundos, 5 de los 6 eventos estuvieron

dentro del limite:

5
SLA = ¢ x 100% = 83.33%
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Alerta audio agresivo

2! Movistar LTE @ 15:32 @ @ 68% @)
Placa GTP7665 - Andrea To... ‘

62

DetectionBot

¥ *Alerta de agresion

detectada!* ¥

P *Placa:* GTP7665

<= *Vehiculo:* Toyota Corolla
(Blanco)

® *Conductor:* Andrea Torres
® *Hora:* 15/8/2025, 3:28:56

p. m.

§2 *Audio:* [Escuchar audio]
( )
T *Ubicacién:* [Ver en mapa]
(
)

Find local businesses, view -

maps and get driving
directions in Google Maps.

Figura 4.12: Mensaje creado a partir de alerta por audio

Por altimo, la Figura 4.12 presenta el mensaje generado por el bot de Telegram a partir de la
detecciéon del audio. Este mensaje es enviado de manera automatica, facilitando la notificacién en

tiempo real del evento detectado y asociandolo con la persona o vehiculo correspondiente.
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CAPITULO 5

5.

5.1.

CONCLUSIONES Y LINEAS FUTURAS

Conclusiones

Conclusiones por objetivos

= Objetivo 1: Desarrollar un sistema de deteccién en tiempo real de armas blancas capaz

de capturar y enviar imagenes a un servidor de procesamiento basado en IA. Se cumplio
este objetivo mediante la implementaciéon del moédulo ESP32-CAM en conjunto con un
modelo entrenado en Teachable Machine, alcanzando una deteccién precisa de armas blancas
en escenarios controlados. Las imagenes capturadas fueron procesadas en el servidor y
posteriormente enviadas como evidencia visual junto con los datos del vehiculo al bot de

Telegram, verificando la eficacia del flujo planteado.

Objetivo 2: Desarrollar un sistema de deteccién de frases amenazantes en tiempo real,
enviando los audios captados a un servidor de procesamiento basado en IA. Este objetivo
se alcanzo6 utilizando un ESP32 con micréfono INMP441 para la captura de audio, que fue
enviado al servidor para su transcripciéon mediante el modelo Whisper. Posteriormente, se
aplic6 un modelo de clasificacién basado en Scikit-learn para identificar frases amenazantes,
logrando la generaciéon de alertas con datos del vehiculo, ubicacién y evidencia asociada. Fl
desempeno obtenido en pruebas controladas fue satisfactorio, demostrando baja tasa de falsos

positivos.

Objetivo 3: Diseniar un sistema basado en eventos que, ante un posible acto delictivo, envie
automaticamente informacion del vehiculo, tales como ubicacion en tiempo real (coordenadas
GPS), placa, modelo, ano, propietario y antecedentes, con el fin de facilitar una intervenciéon
oportuna e inmediata de las autoridades. Este objetivo se cumpli6é al analizar los resultados
tanto de imégenes como de audio, en donde se observa que el sistema cumple de manera
satisfactoria en la captura de datos y el envio de alertas, alcanzando en ambas modalidades

valores de SLA del 100 %. La mayor limitacién se encuentra en la fase de procesamiento,
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tanto en imagenes (60%) como en audio (66.67 %), lo que indica que esta etapa requiere
mayor optimizaciéon para garantizar una mayor consistencia. En términos globales, el sistema
logra un SLA de 86.67 % en imagenes y 83.33 % en audio, lo cual refleja un nivel aceptable de
desemperio para un sistema de alertas auténomo en tiempo casi real, manteniendo la integridad

y rapidez en la transmision de la informacién de seguridad.

Conclusiéon general del proyecto

En conclusién, el proyecto logré implementar un sistema de seguridad vehicular inteligente
que integra tecnologias IoT e inteligencia artificial para la detecciéon de armas blancas y frases
amenazantes, asi como para el envio de informaciéon en tiempo real a las autoridades mediante
Node-RED y Telegram. Los resultados demostraron que la arquitectura planteada es viable y
efectiva, permitiendo una deteccién auténoma sin necesidad de intervencién humana. De esta
manera, se evidencia el potencial de esta solucién como herramienta de apoyo en la seguridad
ciudadana, aportando al desarrollo de sistemas tecnolégicos innovadores que pueden complementar

las estrategias de prevencion y respuesta en entornos de alta inseguridad.

5.2. Recomendaciones
Para proyectos futuros

El sistema implementado demostr6é ser funcional en escenarios controlados; sin embargo, se
recomienda ampliar las capacidades de los modelos de inteligencia artificial mediante el uso de
bases de datos més extensas y variadas. Esto permitird que la deteccién de armas blancas y
frases amenazantes sea méas robusta frente a cambios de iluminacién, ruido ambiental y diferentes
acentos o expresiones locales. Asimismo, se sugiere trabajar en la optimizacion de los modelos ya
implementados, con el fin de mejorar la eficiencia en el tiempo de respuesta y reducir el consumo
de recursos computacionales.

Otra linea importante de mejora esta relacionada con la infraestructura. La incorporaciéon de
microcontroladores con mayor capacidad de procesamiento o el uso de servidores en la nube
especializados en inteligencia artificial permitiria escalar el sistema y garantizar un rendimiento

estable en escenarios con multiples vehiculos monitoreados de manera simulténea.

Para implementacién practica

Se recomienda establecer un plan de mantenimiento periédico que contemple tanto el estado fisico
de los dispositivos (camaras, micréfonos y modulos GPS) como la actualizacion de los modelos de

IA. Esto asegurara que el sistema conserve su precision a lo largo del tiempo y que no se vea afectado
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por el desgaste de los componentes.

Adicionalmente, se recomienda fortalecer la seguridad operativa del sistema mediante el uso de
controles de acceso y autenticaciéon de usuarios que administren el entorno. Del mismo modo, se
sugiere implementar registros de auditoria que permitan monitorear el uso del sistema y detectar
intentos de manipulacién o uso indebido. Finalmente, seria conveniente definir protocolos claros para
la gestion y almacenamiento de datos sensibles, asegurando su resguardo, anonimizaciéon cuando sea

necesario y cumplimiento con la normativa vigente en materia de protecciéon de datos

63
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Figura 1: Dockerizacion del sistema

Figura 2: ESP32 CAM

64



E R

~ SERVIDORFLASK

v model
jueue. put ( (i
print(f"[{placa_id

placa_i
Jsonify(

prin

jsonify(

__name__ ==

app. run(ho

M @

TERMINAL

ervidorfFlask> .\venv\scripts\activate
D:\s dorflask> python app.py
* Serving Flask app 'app'
* Debug mode: off

* Running on all addresses (.

* Running on https://
* Running on https://
s CTRL4C to quit

> QUTLINE
> TIMELINE
> SERIAL DEVICES

Figura 4: Circuito para capturar audio y gps
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Figura 5: Datos captados por el gps
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